
UNIT- I 

MULTIVARIABLE CALCULUS (INTEGRATION) 

 

DOUBLE INTEGRATION 

 We know that the double integral over the region R of a function 

f(x,y) is ( , )
R

f x y dxdy  

Case(i)  

 let R be the region bounded by the lines 1 2 3 4, , ,x c x c y c y c     where 

1 2 3 4, , ,c c c c  are constant. Clearly the region R is a rectangle.  

 We know the region integration R, the double integral  ( , )
R

f x y dxdy  

can be written as  
4 2

3 1

( , )
c c

c c

f x y dxdy   

Case (ii) 

 Consider the double integral  
2 2

1 1

( , )
c x

c x

f x y dxdy   

 Suppose  1x  and 2x  are the function of  y  say 1 2( ), ( )x f y x y   and 

1 2c and c  are constants then the region of integration R is bounded  by curve  

1 ( )x f y  and 2 ( )x y and the lines  1 2.y c and y c   

 



 The region shown in figure. Here we integrate ( , )f x y  first w.r.to x. 

Keeping  y  as a constant and the resulting expression w.r.to y.  

 i.e first integration is along the horizontal strip PQ and then slide this 

strip PQ vertically 

Case(iii) 

 Consider the double integral  
2 2

1 1

( , )
c y

c y

f x y dydx   

 Suppose  1y  and 2y  are the function of x  say 1 2( ), ( )y f x y x   and 

1 2c and c  are constants then the region of integration R  is bounded  by curve  

1 ( )y f x  and 2 ( )y x and the lines  1 2.x c and x c   

    
 The region shown in figure. Here we integrate ( , )f x y  first w.r.to y. 

Keeping x as a constant and integrate the resulting expression w.r.to x. 

i.e first integration is along the vertical strip RS and then slide this 

strip RS horizontally 

 

 

 

 

 

 

 



Problem:-01. 

 Evaluate   ∫ ∫ ݔ)ݔ + ଶ ݔ݀ ݕ݀(ݕ
ଵ

ଵ
଴  

Solution :- 

             

 

  Let   I = ∫ ∫ ݔ)ݔ + ଶ ݔ݀ ݕ݀(ݕ
ଵ

ଵ
଴  

                                    =  ∫ [∫ ݔ)ݔ + ௬ୀଶ ݔ݀ [ݕ݀(ݕ
௬ୀଵ

௫ୀଵ
௫ୀ଴  

                                    = ∫ ݔ ቂݕݔ +  ௬
మ

ଶ
ቃଵ

଴
ݕ = 2
ݕ =  ݔ݀ 1

            = ∫ .ݔቄቂ ݔ 2 +  ଶ
మ

ଶ
ቃ −  ቂݔ. 1 +  ଵ

ଶ
ቃቅଵ

଴   ݔ݀ 

                         =  ∫ ݔቀ ݔ +  ଷ
ଶ
ቁଵ

଴  ݔ݀ 

= ∫ ቀݔଶ +  ଷ௫
ଶ
ቁଵ

଴  ݔ݀ 

=  ቂ௫
య

ଷ
+  ଷ௫

మ

ଶ
ቃ ݔ = 1
ݔ = 0 

                                    =  ଵ
ସ

+  ଷ
ସ

=  ଵଷ
ଵଶ

 

Note:- 

If all the limits of double integrals are numbers, then the integrals are 

indentified using rectangle box, and any order of integration (x first y 

second or yfirst x second) can be followed, both will give same answer. 

Problem:-02 

 Evaluate∫ ∫ ଵ
௫௬

ଶ
ଵ

ଷ
ଶ  ݕ݀ ݔ݀ 

Solution:-  

  I = ∫ [∫ ଵ
௫௬

௫ୀଶ
௫ୀଵ

௬ୀଷ
௬ୀଶ  ݕ݀ [ݔ݀ 

  =  ∫ ଵ
௬

 (log ݔ(ݔ = 2
ݔ = ଷ ݕ݀ 1

ଶ  

 =  ∫ ଵ
௬

 (log 2 − log ଷ ݕ݀ (1
ଶ  



      = ∫ ଵ
௬

 (log ଷ ݕ݀ (2
ଶ = log 2  [logݕ ]ݕ = 3

ݕ = 2 

= log 2 [ log 3 – log 2]  

= log2 . log 3/2  

             = log 2*3/2  

= log 3. 

 

Problem:- 3 

  Evaluate: ∫ ∫ ଶݔ)ݔ + ଶ)௬ୀ௫మݕ 

௬ୀ଴
௫ୀହ
௫ୀ଴  ݕ݀ ݔ݀ 

Solution   

  Let I = ∫ ∫ ଶݔ)ݔ + ଶ)௫మݕ 

଴
ହ
଴  ݕ݀ ݔ݀ 

    = ∫ ∫ ଷݔ) + ଶ)௫మݕݔ 

଴
ହ
଴ ݔ݀ ݕ݀  =  ∫ ቂ ݔହ +  ௫

ళ

ଷ
ቃହ

଴  ݔ݀ 

= ∫ ቂݔ ݕଷ +  ௫௬
య

ଷ
ቃହ

଴
ݕ = ଶݔ
ݕ = 0  ݔ݀ 

             =  ቂ௫
ల

଺
+  ௫

ఴ

଼∗ଷ
ቃ 5

0 

= ቂହ
ల

଺
+  ହ

ఴ

଼∗ଷ
ቃ 

= 5଺ ቂଵ
଺

+  ଶହ
ଶସ
ቃ 

= 5଺ ቂଶଽ
ଶସ
ቃ. 

 Note  
If all the limits  of double integrals are not constant, integral 

which has variable limit should be evaluated first.  

Suppose if the integral limit is a function of x say f(x), then it is 

corresponding to y integral .i.e y=f(x). Therefore the order of 

integration is y first x second. 



Suppose if the integral limit is a function of y say f(y), then it is 

corresponding to x integral .i.e x=f(y). Therefore the order of 

integration is x first y second. 

 

Problem:-04 

. Evaluate
1

2

0 0

y

x dydx   

Solution: 

            

1 1 3
2

0 0 0 0
1

3

0
14

0

3

1
3

1
3 4

1 1
3 4
1

12

yy xx dydx dy

y dy

y

 
  

 



 
  

 

   
 



  



 

 

Problem:-05 

  Evaluate ∫ ∫ ௗ௫ ௗ௬ 
ଵା ௫మା ௬మ

√ଵା ௫మ

଴
ଵ
଴  

Solution: 

 Let I = ∫ ∫ ௗ௫ ௗ௬ 
ଵା ௫మା ௬మ

√ଵା ௫మ

଴
ଵ
଴  

          =  ∫ ∫ ଵ 

൫√ଵା ௫మ൯
మ
ା ௬మ

ଵା ௫మ√  ݔ݀ ݕ݀ 

଴
ଵ
଴  

                     = ∫ ቂ ଵ
√ଵା ௫మ

ଵି݊ܽݐ ቀ ௬
√ଵା ௫మ

ቁቃଵ
଴

√1 + ଶݔ 
0

dx 

         =  ∫ ቂ ଵ
√ଵା ௫మ

ଵ(1)ି݊ܽݐ − ଵ(0)ቃଵି݊ܽݐ 
଴  ݔ݀ 

                     = ∫ ቂ ଵ
√ଵା ௫మ

గ
ସ
ቃଵ

଴  ݔ݀ 



         = గ
ସ ∫ ቂ ଵ

√ଵା ௫మ
ቃଵ

଴  ݔ݀ 

         =  గ
ସ

1[(ݔ)ℎିଵ݊݅ݏ]
0 

         =  గ
ସ

ℎିଵ(1)݊݅ݏ] −  [ℎିଵ(0)݊݅ݏ 

         = గ
ସ

ℎିଵ(1)݊݅ݏ] −  0] 

         = గ
ସ
ൣlog( 1 +  √2൧. 

 

Problem:-06 

 Evaluate ( )xy x y dxdy  over the area between 2 ,y x y x   

Solution: 

Given  

  

2

2 2 0
1 0

0, 1
0 0
1 1

x y and y x
x x x x

x x
x x

put x we get y
put x we get y

 

   

  

  
 
   

 
The intersecting points are (0,0) and (1,1) 

Hence the limits are  

x=0  x=1 

y=x2  y=x 



2

2

2

1

0

1
2 2

0

1 2 2 3

0

1 4 4 6 7

0

1 4 6 7

0
15 7 8

0

( ) ( )

( )

2 3

2 3 2 3

5
6 2 3

5
30 14 24

5 1 1
30 14 24
1 1 1
6 14 24

x

x
x

x
x

x

xy x y dxdy xy x y dydx

x y xy dydx

x y xy dx

x x x x dx

x x x dx

x x x

  

 

 
  

 

    
            

 
   

 

 
   
 

    
 
   


  

 







84 36 21
504

27
504
3

56




 






 

 

Problem:-07 

 Evaluate 
A

xydxdy  where A is the region bounded by x = 2a and 

the curve x2 = 4ay. 

Solution:- 

 Given that x = 2a. In the figure x varies from x = 0 to x = 2a. To find the 

limit for y, we take a strip PQ parallel to the y – axis, it’s lower end P lies on 

y = 0 and upper end Q lies on  

x2 = 4ay    =  y = ௫
మ

ସ௔ 
    

 



 

  

   

 

 

  

 

 

 

  

 

 

 

CHANGE OF ORDER OF INTEGRATION 

The evaluation of some  double integrals may be very difficult. In this 

case we may evaluate it easily by changing the order of integration in a 

given double integral. When we change the order of integration the limits 

are also changed but the there will be no change in final answer. The 

following points are very important when the change of order of 

integration takes place. 

(i) If the limits of the inner integral is a function  of x (or function of y) 

the first integration should be w.r.to y (or w.r.to x) 

(ii) Draw the region of integration by using the given limits. 

(iii) If the integration is first w.r.to x keeping y as a constant then 

consider the vertical strip and find the new limits accordingly 

(iv) If the integration  w.r.to y  keeping x as a constant then consider the 

horizontal strip and find the new limits accordingly 

∫ =  ݕ݀ ݔ݀ ݕݔ∫∫ ∫ ௬ୀ ௫ݔ݀ ݕ݀ ݕݔ  
మ
ସ௔ൗ

௬ୀ଴
௫ୀଶ௔
௫ୀ଴  

 

= ∫ ቂ௬ ݔ
మ

ଶ
ቃଶ௔

଴

ଶݔ
4ܽൗ

0
  ݔ݀ 

= ଵ
ଶ∫ ቂ ݔ ௫ర

ଵ଺ ௔మ
ቃଶ௔

଴   ݔ݀ 
 
 = ଵ

ଷଶ௔మ ∫ ହଶ௔ݔ
଴  ݔ݀ 

  
  =   ଵ

ଷଶ௔మ
ቂ௫

ల

଺
ቃ 2ܽ

0  
 
  = ଵ

ଷଶ௔మ
ቂଶ

ల௔ల

଺
ቃ 

 
   =௔

ర

ଷ
 

 
 
 
 



(v) After finding the new limits evaluate the inner integral first and then 

the outer integral  

 

PROBLEMS ON CHANGE OF ORDER OF INTEGRATION  

Problem:-01 

 Change the order of integration and evaluate 
4 4

2 2
0 y

x dy dx
x y 

Solution:   

 Rewriting the given integral in proper order, we have 
4 4

2 2
0 y

x dx dy
x y   

 

  The region of integration is bounded by 0
4 4

x y y
x y
 
 

 

                                    
 

y=0;  y=x 

x=0; x=4 

Given integral limits are corresponds to horizontal strip method,  So 

By changing the order, we have consider vertical strip method      

                I 
4

2 2
0 0

x x dx dy
x y   

y = x  

(4,4) 

x = 4 

y = 4 

(4.0) 

(0,4) 

y = 0 



      
4

1

00

tan
xy dx

x
   

   

    

       
4

1 1

0

tan 1 tan 0 dx    

 
4

04
dx

   

 

 

 

4

04

4 0
4

4
4

x









 





 

 

Problem :-02.   

Change the order of integration and evaluate the integral   2 2

0

a a

x

x y dy dx 

Solution:   

 Given integral is in proper form. 

  The region of integration is bounded by 0x y x
x a y a
 
 

 



 
By changing the order, we have  

        I   2 2

0 0

ya

x y dx dy   

        =   
3

2

0 03

ya x y x dy
 

 
 

  

           =   
3

3

0 3

a y y dy
 

 
 

  

           

3

0

4 4 4

0

4
3

4 4
3 4 3 4 3

a

a

y dy

y a a



 
   

 


 

     

Problem:-3 

 Change the order of integration  
2

4 2

0
4

x

x

dy dx    and evaluate it. 

Solution:   

 Given integral is in proper form. 

  The region of integration is bounded by  

y = x  

(a,a) 

x = a 

y = a 
(0,a) 

x = 0 



2
2

2

0 . . 4
4

4 2 . . 4

xx y i e x y

x y x i e y x

  

  
 

                             
x=y2/4; x=2y1/2 

y=0,y=4: 

 

By changing the order, we have       

                                                       I 
2

24

0
4

y

y

dx dy   

      =   
4 2

0

2
4
yy dy  

      =   
4 1 2

2

0

2
4
yy dy   

      =   
43 3

2

0

4
3 12

yy
 

 
 

  

      =   
3
24 644

3 12
 

 
 

  

x = 0 

x = 4 

(4,4) 

y2 = 4x 
x2  = 4y 

     (0,0) 



      =   16
3

 

 

 

 

Problem:-4 

 Change the order of integration and hence evaluate 
2

2

0

a a x

x
a

xy dy dx


 

Solution:   

 Given integral is in proper form. 

  The region of integration is bounded by  
2

20 . .

2 . . 2

xx y i e x ay
a

x a y a x i e x y a

  

    
 

                          
                     By changing the order, we have  R=R1+R2 

2

2

0

a a x

x
a

xy dy dx


   

x = 0 

x = a 

x2 = ay 

     (0,0) 

x + y = 2a 

(0,2a) 

y = a 
(a,a) 

(0,a) 



R1   R2 

x=0;   x=(ay)1/2 x=0; x=y-2a 

    

y=0;y=a y=a to y=2a. 

I 
22

0 0 1 0

a y a ya a

xy dx dy xy dx dy


     

   

222 2

0 0 02 2

a y a ya a

a

x xy dy y dy


   
    

   
 

  

  
 

2
22

0

1 2
2 2

a a

a

a y dy y a y dy     

  

2
2 2 3 2

0

1 4 4
2 2

a a

a

a y dy a y y ay dy      

  

23 4 3
2

0

1 42
2 3 2 4 3

a a

a

a y y ayay
   

      
   

 

  

4 4 4 4
4 4 41 32 48 4 2

6 2 3 4 3
a a a aa a a

    
          

    
 

  
49

24
a  

 

Problem:-5. 

 Evaluate by changing the order of integration
2

2 2

0 0

( )
a x

x x y dydx 

Solution: 

  Given limits are 

2

0 ( )
( , )

0 ( )
( . )

y x axis
y x Parabola vertex at origin openupward
x y axis
x a st line parallal y axis

 

 
 
 

 



 
After the Change the order the limits are 

 

2

0

x y
x a
y
y a








 

2 2

2

2

2

2

2 2 2 2

0 0 0

3 2

0

4 2 2

0

4 2 2 2 3

0

4 2 3 3 4

0
6 8 6 4

6 8 6 8

6 8

( ) ( )

( )

4 2

4 2 4 2

4 6 12 8

8
4 6 12 8
6 4 2 3

24
4

a x a a

y

a a

y

aa

y

a

a

x x y dydx x x y dxdy

x xy dxdy

x x y dy

a a y y y dy

a y a y y y

a a a

a a a a

a a

  

 

 
  

 

            
     

 
    
 

   

  





   

 





6 2
24
( 4)

24
a a 


 

Problem:-06 

 Evaluate 
2 2

0 0

a a x

xydydx


   by changing the order of integration 

Solution: 
Given limits are 



2 2 2 2 2 2 2 2

0 ( )

( )
0 ( )

( . )

y x axis

y a x y a x x y a circle
x y axis
x a st line parallal y axis

 

       
 
 

 

After the Change the order the limits are 

  
2 20

0
x x a y
y y a
  

 
 

 

 

 

 

 

 

Problem:-7 

 Evaluate by changing the order of integration  
2 2

0

a ya

a y

y dy dx



   

Solution: 

 Rewriting the given integral in proper order, we have  
2 2

0

a ya

a y

y dxdy



   

 

 

2 22 2

2 2

0 0 0 0

2

0 0

2 2

0

2 3

0

2 2 4

0

4 4

4

2

1
2

1
2

1
2 2 4

1
2 2 4

8

a ya a x a

a ya

a

a

a

xydydx xydxdy

xy dy

y a y dy

a y y dy

a y y

a a

a







 
  

 

 

 

 
  

 

 
  

 



   









 The region of integration is bounded by 

2 2 2 2 2

. .0
. .

x a y i e x y ay
y a x a y i e x y a

   
    

 

 

                               
    By changing the order, we have  

                                                       I 
2 2

0

a a x

a x

y dy dx



   

      =   
2 2

2

0

1
2

a
a x

a x
y dx




     

      =    2 2 2

0

1 ( )
2

a

a x a x dx     

      
3 3

2

0

1 ( )
2 3 3

a
x a xa x

 
    

 

      
3 3

31
2 3 3

a aa
 

   
 

 

      
3

6
a

  

 

 

 

 

y = a 

y = 0 

x + y = a 

x2 + y2 = a2 

(a,0) 

     (a,0) 



Problem:-8 

 Change the order of integration and hence evaluate 
2

21

0

y

y

xy dx dy


 

Solution:   

 Given integral is in proper form. 

  The region of integration is bounded by 
20

1 2 . . 2
y x y
y x y i e x y
 
    

 

                          
 By changing the order, we have   

         I 
1 2 2

0 0 1 0

x x

xy dy dx xy dy dx


     

21 22 2

0 10 02 2

x x
y yx dx x dx


   

    
   

   

 
1 2

22

0 1

1 1 2
2 2

x dx x x dx     

1 2
2 3 2

0 1

1 1 4 4
2 2

x dx x x x dx      

1 23 4 3
2

0 1

1 1 42
2 3 2 4 3

x x xx
   

      
   

 

x = 1 

(1,1) 

y2 = x 

     (0,0) 

(2,0) 

     (0,2) 

y = 0 

y = 1 

x + y = 2 



1 1 32 1 48 4 2
6 2 3 4 3

                  
 

23
12

   

 

TRIPLE INTEGRAL 

 Consider  a function  f(x,y,z)  defined at every point of the three 

dimensional finite region V. divide V into n elementary volumes 

1 2, ,..... nV V V   . Let ( , , )r r rx y z  be any point within the rth sub-division rV . 

Consider the sum   
1

( , , )r r r r
r

f x y z V



  

 The limits of this sum, if it exists, as n   and rV   is called the 

triple integral of  f(x,y,z)over the region V and is denoted by 

   ( , , )f x y z dV  

For purposes of evaluation it can also be expressed as the repeated integral 

   
2 2 2

1 1

( , , )
z

x y z

x y x

f x y z dxdydz    

 If 1 2,x x  are constants: 1 2,y y  are either constants  or functions of x and  

1 2,z z  are  either constants or funtions of x and y then this integral is 

evaluated as folloes: 

 First  f(x,y,z)is integrated w.r.to z between the limits 1 2z and z   keeping 

x and y fixed. The resulting expression is integrated w.r.to y between the 

limits  1 2y and y   keeping x constant. The result just obtained is finally 

integrated w.r.to x between the limits 1 2x and x  

 Thus     
2 2 2

1 1 1

( ) ( , )

( ) ( , )

( , , )
x y x z x y

x y x z x y

I f x y z dz dy dx     

Where the integration is carried out from the innermost rectangle to the 

outermost rectangle. 



 

 

 

 

Problem:-01 

 Evaluate  
0 0 0

a b c

x y z dzdydx     

Solution: 

   
2

0 0 0 0 0 02

ca b c a b zx y z dzdydx xz yz dydx
 

     
 

      

     

 

2

0 0

2 2

0 0

2 2

0

2 2 2

0

2 2 2

2 2 2

2

2 2

2 2

2 2 2

2 2 2

2 2 2

2

a b

ba

a

a

ccx cy dydx

y ccxy c y dx

b c bcbcx dx

x b c bcbc x x

a ab c abcbc

a bc ab c abc

abc a b c

 
   

 

 
   

 

 
   

 

 
   
 

 
   
 
 

   
 

  

 





 

Problem :-2 

 Evaluate    
log log

0 0 0

a x yx
x y ze dzdydx


     

Solution: 

   
log log log

log

0
0 0 0 0 0

a x y ax x
x yx y z x y ze dzdydx e dydx


         



 

 

 

 

   

log
2 log

0 0
log

2

0 0
log

2

0
0

log
2 2 0 0

0
log

3 3 2 2

0
log3 3

0

3log

( ) ( 0 )

4
3 9

log 0
3

a x
x y y x y

a x
x y x y

a xx y y x y

a
x x x x x x x

a
x x x x x

ax x
x

a

e e dydx

e ye e e dydx

e ye e e e dx

e xe e e e e e e e dx

xe e e e e dx

e ex e

ea

   

 

    

       

      

 
   
 

  

 

 







3log ) 0
log 0

3 3

4( )
9

4 5log
3 9 9

a
ae e e e

a aa a

 
  

 
 

    
 

 

 

Problem:-03.   

Evaluate    ∫ ∫ ∫ ௖ݔ݀ ݕ݀ ݖ݀ ݖݕݔ
଴

௕
଴

௔
଴  

Solution:- 

   ∫ ∫ ∫ ௖ݔ݀ ݕ݀ ݖ݀ ݖݕݔ
଴

௕
଴

௔
଴ =  ∫ ௔ݔ݀ ݔ

଴ ∫ ௕ ݕ݀ ݕ
଴ ∫ ௖ ݖ݀ ݖ

଴  

                                            = ቂ௫
మ

ଶ
ቃ
଴

௔
ቂ௬

మ

ଶ
ቃ
଴

௕
ቂ௭

మ

ଶ
ቃ
଴

௖
 

=  ቈ
ܽଶ

2
−  0቉ ቈ

ܾଶ

2
−  0቉ ቈ

ܿଶ

2
−  0቉ 

                                             = (௔௕௖)మ

଼
 

 

Problem :-04 

 Evaluate   ∫ ∫ ∫ ௕ݔ݀ ݕ݀ ݖ݀ (ଶݖ+ଶݕ +ଶݔ )
଴

௕
଴

௔
଴      

Solution:-  



 Given    I  = ∫ ∫ ∫ ௕ݔ݀ ݕ݀ ݖ݀ (ଶݖ+ଶݕ +ଶݔ )
଴

௕
଴

௔
଴  

   =  ∫ ∫ ቂ௫
య

ଷ
ଶቃݖݔ+ଶݕݔ +

଴

௖
௕ݖ݀ ݕ݀ 

଴
௔
଴  

=  න න ቈ
ܿଷ

3
ଶ቉ݖܿ+ଶݕܿ + ݖ݀ ݕ݀

௕

଴

௔

଴
 

=   න ቈ
ܿଷ

3
+ݕ

ଷݕ

3
ܿ + ቉ݕଶݖܿ

଴

௕

ݖ݀ 
௔

଴
 

=  න ቈ
ܿଷ

3
ܾ+

ܾଷ

3
ܿ + ଶܾ቉ݖܿ ݖ݀ 

௔

଴
 

=  ൥
ܿଷ

3
+ݖܾ

ܾଷ

3
ݖܿ + ܿ

ݖ
3

ଷ

ܾ൩
଴

௔

 

=  ൥
ܿଷ

3
ܾܽ+

ܾଷ

3
ܿܽ + ܿ

ܽ
3

ଷ

ܾ൩ 

=
ܾܽܿ

3
(ܽଶ + ܾଶ + ܿଶ) 

 

Problem:-05 

 Evaluate:     ∫ ∫ ∫ ଶݔ݀ ݕ݀ ݖ݀ ݖ ଶݕݔ
଴

ଷ
଴

ଶ
଴  

Solution  

Given that I= ∫ ∫ ∫ ଶݔ݀ ݕ݀ ݖ݀ ݖ ଶݕݔ
଴

ଷ
଴

ଶ
଴  

              =  ∫ ଶݔ݀ ݔ
଴ ∫ ଷ ݕ݀ ଶݕ

଴ ∫ ଶ ݖ݀ ݖ
଴   

  =  ቈ
ଶݔ

2
቉
଴

ଶ

ቈ
ଷݕ

3
቉
ଵ

ଷ

ቈ
ଶݖ

2
቉
ଵ

ଶ

 

=  ൤
4
2
−  0൨ ൤

27
3
−  

1
3
൨ ൤

4
2
−  

1
2
൨ 

= 26 

 

 



Problem:-06 

 Evaluate   
11 1

0 0 0

x yx

dzdydx
 

    

Solution:- 

 
11 1 1 1

1

0
0 0 0 0 0

x yx x
x ydzdydx z dydx

  
 

      

    

 
1 1

0 0
11 2

0 0

1 2

0

1 2

0

1 2

0

13

0

1

2

(1 )(1 ) (1 )
2

(1 )(1 )(1 )
2

(1 )
2

(1 )
6

1
6

x

x

x y dydx

yy xy dx

xx x x dx

xx x dx

x dx

x





  

 
   

 

 
     

 
 

    
 
 

  
 

 
   



 









 
Problem:-07 

 Evaluate 3(1 )
dzdydx
x y z      over the region bounded by  x=0,  y=0 ,z=0 

and x+y+z=1 

Solution:- 

The region is x=0,  y=0  and x+y+z=1 

Hence the limits are  

x=0  x=1 (put y=0, z=0) 

y=0  y=1-x  (put z=0) 

z=0  z=1-y-z   
11 1

3 3
0 0 0(1 ) (1 )

x yxdzdydx dzdydx
x y z x y z

 


            



 

   

 

 

 

11 1
3

0 0 0
11 1 2

0 0 0
1 1

2 2

0 0
1 1

2

0 0
11

1

00
1

1 1

0

(1 )

(1 )
2

1 2 1
2

1 1 1
2 4

1 1 1
2 4

1 1 (1 ) 2 (1 )
2 4

x yx

x yx

x

x

x

x y z dzdydx

x y z dydx

x y dydx

x y dydx

y x y dx

x x dx

 


  


 







 

   

   
   

      

       

       

        

 

  

 

 

 




1

0
11 2

0 0
1

0

1 1 1 1(1 )
2 4 2 1

1 1 1( ) log(1 )
2 4 2 2

1 1 1 1(1 ) log(2)
2 4 2 2

1 5log 2
2 16

x dx
x

xx x x

        

          
  

          

 





  

Problem:-08 

 Evaluate  
2 2 2

dzdydx
a x y z  

     over the first octant of the sphere. 

Solution:- 

The equation of sphere  x2+y2+z2=a2   and the limits are 

2 2

2 2 2

0

0

0

x x a

y y a x

z z a x y

 

  

   
 

2 2 22 2

2 2 2 2 2 2 2 2
0 0 0 ( )

a x ya a xdzdydx dzdydx
a x y z a x y z

 


     

       



   

   

 

 

2 2 2
2 2

2 2

2 2

2 2

1

2 2 2
0 0

0

1 1

0 0

0 0

0
0

2 2

0

2
2 2 1

0

2
1

2

sin
( )

sin 1 sin 0

2

2

2

sin
2 2 2

0 sin 1 0
2 2

2 2 2

a x y
a a x

a a x

a a x

a
a x

a

a

z dydx
a x y

dydx

dydx

y dx

a x dx

x a xa x
a

a

a











 

 





 









  
  

     

   





 

      
  

 
   

 





 

 

 





2 2

8
a


 





 

 

GREEN’S THEOREM 

 If  u, v, ,u
x



v
x



  are continuous and single valued functions in the 

region  R  enclosed by the curve C,  then  
C

u dx v dy   =  
R

v u dx dy
x y

  
   

  

Problem:-01 

Verify Green’s theorem, in plane for
C
 ( 3x2 8y2 ) dx  +  ( 4y  6xy ) 

dy  where  C  is the boundary of the triangle formed by the lines x = 0,  y = 0  

and x + y = 1 in the xy plane. 

Solution:- 

 Green’s theorem is 
C

u dx v dy   =  
R

v u dx dy
x y

  
   

  



2 23 8 4 6

16 6

u x y v y xy
u vy y
y x

   
 

   
 

 

The limits are 

y=0   y=1-x 

x=0   x=1 

 

 

 

1 1

0 0
1 1

0 0
11 2

0 0
1

2

0
13

0

6 16

10

10
2

5 1

(1 )5
3

5 ...................................(1)
3

x

R
x

x

v u dxdy y y dydx
x y

ydydx

y

x

x









  
      



 
  

 

 

 
   



  

 




 

 

 
C

u dx v dy =
OA AB BO

u dx v dy u dx v dy u dx v dy        

Along OA, 0y    and hence 0dy  .  Also x  varies from 0 to 1.  

O (0,0) 

A (1,0) 

    B (0,1) 

X 

Y 

x + y = 1 



    2 23 8 (4 6 )
OA

x y dx y xy dy  
1

12 3

0
0

3 1x dx x      

Along AB, 1 1x y or x y      and hence dx dy  .  Also y  varies from 0 

to 1.  

   2 23 8 (4 6 )
BO

x y dx y xy dy  
=

 2 23(1 ) 8 (4 6 (1 ))
AB

y y dy y y y dy       

11 3
2 2

0 0

11 811 4 3 11 2 3 2 3
3 3 3
yy y dy y y

 
          

 
  

Along BO, 0x    and hence 0dx  .  Also y  varies from 1 to 0.  

  2 23 8 (4 6 )
BO

x y dx y xy dy  
0

02
1

1

4 2 2y dy y       

  2 2 8 53 8 (4 6 ) 1 2
3 3C

x y dx y xy dy        …………………….(2) 

 From (1) and  (2)    

 Green’s theorem  is verified 

 

Problem:-02 

 Verify Green’s theorem in the plane for  2 2xy y dx x dy   where C is 

the region bounded by y=x and y=x2 

Solution:- 

Green’s theorem is 
C

u dx v dy   =  
R

v u dx dy
x y

  
   

  

2 2

2 2

u xy y v x
u vx y x
y x

  
 

  
 

 



 
The point of intersection of y=x2  and  y=x are 

(0,0) and (1,1) and the limits are  

x=0   x=1 

y=x2   y=x 

 

 

 

   

 

2

2

2

1

0

1

0

1
2

0
1

2 2 3 4

0
1

4 3

0
15 4

0

2 2

2

5 4
1 1
5 4

1 .....................................(1)
20

x

R x
x

x

x

x

v u dxdy x x y dydx
x y

x y dydx

xy y dx

x x x x dx

x x dx

x x

  
      

 

 

     

 

 
  
 

 

 

  

 







 

 
C

u dx v dy =
OA AO

u dx v dy u dx v dy     

Along OA   y=x2,    dy=2xdx 



 

2

1
3 4 3

0

14 5 4

0

15 4

0

( )

2

2
4 5 4

3
5 4

1 3
5 4
19
20

OA OA

u dx v dy xy y dx x dy

x x x dx

x x x

x x

   

    

 
   
 

 
  
 

 



 



 

Along AO,     y = x,    dy = dx 

 

 

2

0
2 2 2

1
0

2

1
03

1

( )

3

3
3

1

19 1
20

1 .................................. 2
20

AO AO

C

u dx v dy xy y dx x dy

x x x dx

x dx

x

u dx v dy

   

    

   

 
  

 
 

  

 

 







 
 

 

GAUSS DIVERGENCE THEOREM. 

 The surface integral of the normal component of a vector function  f 

over a closed surface  S  enclosing volume  V  is equal to the volume integral 

of the divergence of  f taken throughout the volume V. 

  i.e.   ˆ. .
S V

f n ds f dV  
 

 



Problem:-01 

 Verify Gauss Divergence theorem  for  F


 =  x2 i
   +  y2 j


 +  z2 k


  over 

the  volume of the cuboid formed by the planes  x = 0, x = a, y = 0, y = b,  

z = 0, z = c. 

Solution:- 

 Gauss Divergence Theorem is ˆ. .
S V

f n ds f dV  
 

 

 . f 


i j k
x y z

   
     

 
.  2 2 2x i y j z k 

  
   =   2x + 2y + 2z 

 
0 0 0

. (2 2 2 )
a b c

V

f dV x y z dz dy dx      


 

   2
0

0 0

[2 2 ]
a b

cxz yz z dy dx     

   2

0 0

[2 2 ]
a b

xc yc c dy dx     

   2 2
0

0

[2 ]
a

bxcy y c yc dx    

   2 2

0

[2 ]
a

xcb b c bc dx    

   2 2 2
0[ ]ax cb xb c xbc    

   2 2 2[ ]a cb ab c abc    

   [ ]abc a b c   …..(1) 

                                   

Z

O

B

E

FS6

S4

S3

S5

S1 : OGFE S2 : ABCD

D

C

G

X

Y

A



 To evaluate ˆ.
S

f n ds


where 1 2 3 4 5 6S S S S S S S       

 On 1 :S OGFE 0 &y n j  


  and hence   2. 0f n y 


 

 
1

ˆ. 0
S

f n ds 


 

On 2 :S ABCD &y b n j 


  and hence   2 2.f n y b 


 

 
2

2 2 2

0 0 0

ˆ.
c a c

S

f n ds b dx dz b a dz ab c     


 

On 3 :S OADE 0 &x n i  


  and hence   2. 0f n x 


 

 
1

ˆ. 0
S

f n ds 


 

On 4 :S BCFG &x a n i 


  and hence   2 2.f n x a 


 

 
4

2 2 2

0 0 0

ˆ.
c b c

S

f n ds a dy dz a b dz a bc     


 

On 5 :S OABG 0 &z n k  


  and hence   2. 0f n z 


 

 
1

ˆ. 0
S

f n ds 


 

On 6 :S CDEF &z c n k 


  and hence   2 2.f n z c 


 

 
6

2 2 2

0 0 0

ˆ.
a b a

S

f n ds c dy dx c b dx c ba     


 

  ˆ.
S

f n ds


2 2 2[ ]a cb ab c abc   [ ]abc a b c   …..(2) 

 From (1) & (2) Gauss Divergence Theorem is verified 

 

Problem :-02 

 Verify Divergence theorem for  f


 = 4xz i

  y2 j


  +  yz k


,  taken over 

the cube bounded  by the planes  x=0, x=1, y=0, y=1, z=0 and z=1. 

Solution:- 

  Gauss Divergence Theorem is ˆ. .
S V

f n ds f dV  
 

 



 

 . f 


i j k
x y z

   
     

 
.  24 xz i y j y z k 

  
4 2 4z y y z y      

 
1 1 1

0 0 0

. (4 )
V

f dV z y dz dy dx     


 

   
1 1

2 1
0

0 0

[2 ]z yz dy dx    

   
1 1

0 0

[2 ]y dy dx    

   
11 2

0 0

2
2
yy dx

 
  

 
  

   
1

0

3
2

dx   

   3
2

 …..(1) 

To evaluate ˆ.
S

f n ds


where 1 2 3 4 5 6S S S S S S S       

                                

 On 1 :S OGFE 0 &y n j  


  and hence   2. 0f n y 


 

 
1

ˆ. 0
S

f n ds 


 

On 2 :S ABCD 1 &y n j 


  and hence   2. 1f n y   


 

 
2

1 1 1

0 0 0

ˆ. ( 1) 1
S

f n ds dx dz dz        


 

Z

O

B

E

FS6

S4

S3

S5

S1 : OGFE S2 : ABCD

D

C

G

X

Y

A



On 3 :S OADE 0 &x n i  


  and hence  . 4 0f n xz 


 

 
1

ˆ. 0
S

f n ds 


 

On 4 :S BCFG 1 &x n i 


  and hence  . 4 4f n xz z 


 

 
4

11 1 1 1 2
1
0

0 0 0 0 0

ˆ. 4 4 [ ] 4 4 2
2S

zf n ds z dy dz zy dz z dz
 

     
 

    


 

On 5 :S OABG 0 &z n k  


  and hence  . 0f n yz 


 

 
1

ˆ. 0
S

f n ds 


 

On 6 :S CDEF 1 &z n k 


  and hence  .f n yz y 


 

 
6

11 1 1 12

0 0 0 00

1 1ˆ.
2 2 2S

yf n ds y dy dx dx dx
 

    
 

    


 

  ˆ.
S

f n ds
 1 31 2

2 2
       

…..(2) 

 From (1) & (2) Gauss Divergence Theorem is verified 

 

Problem:-03 

Verify divergence theorem for F


 =  x2 i
   + z j


  +  yz k


  over the cube  

Formed by the planes  x = 1, y = 1, z = 1. 

Solution:- 
Gauss Divergence Theorem is ˆ. .

S V

f n ds f dV  
 

 

 . f 


i j k
x y z

   
     

 
.  2x i z j yzk 

  
   =   2x + y 

 
1 1 1

1 1 1

. (2 )
V

f dV x y dz dy dx
  

     


 

   
1 1

1
1

1 1

[2 ] [ ]x y z dy dx
 

    

   
1 1

1 1

2 [2 ]x y dy dx
 

    



                                   

11 2

1 1

2 2
2
yxy dx

 

 
  

 
   

                                   

1

1

1 12 2 2
2 2

x x dx


          

                                   
 

1

1

2 4 1x dx


   

                                   
12

1
2 2x x


     

                                   2[2 1 2 1]     

                                     0  …..(1) 

 To evaluate ˆ.
S

f n ds


where 1 2 3 4 5 6S S S S S S S       

                                
On 1 :S OGFE 0 &y n j  


  and hence  .f n z


 

 
1 1 1 1

1 2 1
1 1

1 1 1 1 1

ˆ. [ ] [2 ] [ ] [1 1] 0
S

f n ds z dx dz zx dz z dz z 
   

               


 

On 2 :S ABCD 1 &y n j 


  and hence  .f n z


 

 
1 1 1 1

1 2 1
1 1

2 1 1 1 1

ˆ. [ ] [2 ] [ ] [1 1] 0
S

f n ds z dx dz zx dz z dz z 
   

           


 

On 3 :S OADE 1 &x n i   


  and hence   2. 1f n x 


 

 
1 1 1

3 1 1 1

ˆ. ( 1) [2] 2[2] 4
S

f n ds dx dz dz
  

          


 

On 4 :S BCFG 1 &x n i 


  and hence   2. 1f n x 


 

Z

O

B

E

FS
6

S
4

S
3

S
5

S
1
 : OGFE S

2
 : ABCD

D

C

G
X

Y

A



 
1 1 1

4 1 1 1

ˆ. 1 [2] 2[2] 4
S

f n ds dx dz dz
  

      


 

On 5 :S OABG 1 &z n k   


  and hence  .f n yz y 


 

 
1 1 1 1

1 2 1
1 1

5 1 1 1 1

ˆ. [ ] [2 ] [ ] [1 1] 0
S

f n ds y dx dy yx dy y dy y 
   

          


 

On 6 :S CDEF 1 &z n k 


  and hence  .f n yz y 


 

 
1 1 1 1

1 2 1
1 1

6 1 1 1 1

ˆ. [ ] [2 ] [ ] [1 1] 0
S

f n ds y dx dy yx dy y dy y 
   

          


 

  ˆ.
S

f n ds


[ 4 4] 0    …..(2) 

 From (1) & (2) Gauss Divergence Theorem is verified 

 

Problem:-04 

 Verify Gauss divergence theorem for  F


 =  (x3 yz) i

 2x2 y j


  +  2 k


 

over the cube bounded by x=0, y=0, z=0, x=a, y=a, z=a. 

Solution:-   

Gauss Divergence Theorem is ˆ. .
S V

f n ds f dV  
 

 

 . f 


i j k
x y z

   
     

 
.  3 2( ) 2x yz i x y j k  

  
   =   2 2 23 2x x x   

 2

0 0 0

. ( )
a a a

V

f dV x dz dy dx    


 

        2

0 0 0

( )
a a a

dz dy x dx     

          
3

0

. .
3

a
xa a

 
  

 

3

. .
3
aa a
 

  
 

5

3
a

 …....(1) 

To evaluate ˆ.
S

f n ds


where 1 2 3 4 5 6S S S S S S S       



    
 On 1 :S OGFE 0 &y n j  


  and hence   2. 2 0f n xy 


 

 
1

ˆ. 0
S

f n ds 


 

On 2 :S ABCD &y a n j 


  and hence   2 2. 2 2f n x y x a  


 

 
2

3 4 5
2

0 0 0 00

2 2ˆ. 2 2
3 3 3

aa a a a

S

x a af n ds a x dx dz a dz dz
 

       
 

    


 

On 3 :S OADE 0 &x n i  


  and hence   3. ( )f n x yz yz  


 

 
3

2 2 2 2 4

0 0 0 0 0 0

ˆ.
2 2 2 2 4

a aa a a a

S

y z a a af n ds yz dy dz y dy z dz
   

       
   

    


 

On 4 :S BCFG &x a n i 


  and hence   2 3 3. ( )f n x x yz a yz    


 



4

4 4
3 3 3 5

0 0 0 0 0 0

ˆ. . .
4 4

a a a a a a

S

a af n ds a yz dy dz a dy dz yz dy dz a a a a             


On 5 :S OABG 0 &z n k  


  and hence  . 2f n


 

 
5

2

0 0 0 0

ˆ. ( 2) ( 2) 2 . 2
a a a a

S

f n ds dy dx dy dx a a a           


 

On 6 :S CDEF &z a n k 


  and hence  . 2f n


 

 
6

2

0 0 0 0

ˆ. (2) (2) 2 . 2
a a a a

S

f n ds dy dx dy dx a a a       


 

  ˆ.
S

f n ds
 5 4 4 5

5 2 22 2 2
3 4 4 3
a a a aa a a        ….…..(2) 

Z

O

B

E

FS
6

S
4

S
3

S
5

S
1
 : OGFE S

2
 : ABCD

D

C

G

X

Y

A



 From (1) & (2) Gauss Divergence Theorem is verified 

 

Problem:-05 

 Use Divergence theorem to evaluate .
S

f nds   where  

f


 = 4x i

 2 j


 + z2 k


  and  S  is the surface bounding the region  x2 + y2 = 4 

z = 0  and z = 3.  

Solution:- 

   Given  f


 = 4x i

 2y2 j


 + z2 k


 

 . f 


i j k
x y z

   
     

 
.  2 24 2x i y j z k 

  
4 4 2x y z    

By Gauss Divergence Theorem  ˆ. .
S V

f n ds f dV  
 

 

       
2

2

2 4 3

2 04

4 4 2
x

x

y z dz dy dx


  

      

       
2

2

2 4
33
0

2 4

4 4
x

x

z yz z dy dx


  

     

       
2

2

2 4

2 4

21 12
x

x

y dy dx


  

    

      
2 2

2 2

2 4 2 4

2 24 4

21 12
x x

x x

dy dx y dy dx
 

    

      

   =  21 (area of circle x2 + y4 = 4)    0  { since y is  odd} 

=  21 (4) 

      =  84 

 

 

 

 

 



STOKE’S THEOREM 

 The surface integral of the normal component of the curl of a vector 

function  f   over an open surface  S  is equal to the line integral of the 

tangential component of  f  around the closed curve  C  bounding S. 

   i.e.  ˆ. ( ) .
C S

f d r f n ds  
   

Problem:-01 

 Verify Stoke’s theorem for  f


 =  xy i

  2yz j


  xz k


   where  S  is 

the open surface of the rectangular parallopiped formed by the planes  

x =0, x = 1, y = 0, y = 2  and z = 3  above the XY plane. 

Solution:-  

  Stoke’s Theorem is   

f


 =  xy i

  2yz j


  xz k


    

                             
 Here C is the boundary of the rectangle OGBAO, in the XOY plane 

bounded by the lines 0, 1, 0, 2x x y y    . 

r=x i
 +y j


+z k


 

=>dr= dx i
 +dy j


+dz k


 

 Now f


. dr  =  2 . 2xy i yz j xz k dxi dy j dzk xy dx yzdy xzdz        
     

 


C

f


. dr  = 
C

 2 . 2xy i yz j xz k dxi dy j dzk xy dx yzdy xzdz        
     

 

ˆ. ( ) .
C S

f d r f n ds  
 

B

GO XY = 0

Y = 2

X = 1X = 0

Y

A



Along the line OG:  0, 0y z  and 0, 0dy dz  .  Also  x  varies from 0 

to 1. 

  . dr  = 0 and hence f


. dr  = 0 

Along the line GB:  1, 0x z  and 0, 0dx dz  .  Also  y  varies from 0 

to 2. 

  f


. dr  = 0    and hence  
GB
 f


. dr  = 0 

Along the line BA:  2, 0y z  and 0, 0dy dz  .  Also  x  varies from 1 

to 0. 

  . dr  = 2x dx and hence
BA
 f


. dr  = 
0

1
 2x dx   =  02

1
1x      

Along the line AO:  0, 0x z  and  0, 0dx dz  .  Also  y  varies from 2 

to 0. 

  . dr  = 0 and hence f


. dr  = 0 

 
C
 f


. dr  = 1 ………(1) 

Also f 


(0 2 ) ( 0) (0 ) 2

2

i j k

i y j z k x y i z j xk
x y z

xy yz xz

  
         

  
 

 

     
 

 The surface S is the 5 surfaces of the parallopiped except 0z   

To evaluate where  

 On 1 :S OGFE 0 &y n j  


  and hence   

   
1

31 3 1 3 2

0 0 0 0 0

9ˆ. (1)
2 2S

zf n ds z dz dx dx z dz
 

        
 

    


 

On 2 :S ABCD 2 &y n j 


  and hence    .f n z 


 

f


OG


f


f


AO


  ˆ.
S

f n ds


1 2 3 4 5S S S S S S    

  .f n z 




   
2

31 3 1 3 2

0 0 0 0 0

9ˆ. (1)
2 2S

zf n ds z dz dx dx z dz
 

     
 

    


 

On 3 :S OADE 0 &x n i  


  and hence   

   
3

23 2 3 2 2

0 0 0 0 0

ˆ. 2 2 ( 2 3) 12
2S

yf n ds y dy dz dz y dy
 

          
 

    


 

On 4 :S BCFG 1 &x n i 


  and hence   

   
4

23 2 3 2 2

0 0 0 0 0

ˆ. 2 2 (2 3) 12
2S

yf n ds y dy dz dz y dy
 

      
 

    


 

On 5 :S CDEF 3 &z n k 


  and hence    .f n x  


 

 
5

12 1 2 1 2

0 0 0 0 0

ˆ. 2 1
2S

xf n ds x dx dy dy x dx
 

      
 

    


 

    9 9ˆ. 12 12 1 1
2 2S

f n ds        


………(2) 

 From (1) & (2), Stokes Theorem is verified 

 

 

 

Problem:-02  

Verify Stoke’s theorem for vector field  f


 =  ( 2x y ) i

  y z2 j


 y2 z k


  

over the upper half  surface  x2 + y2 + z2 = 1,  bounded by its projection on 

the xy plane.          

Solution:-  

 Stoke’s Theorem is  ˆ. ( ) .
C S

f d r f n ds  
   

  . 2f n y  


  . 2f n y 




                                  
Here C is the boundary of the region R,  which is the projection of the 

surface S on 0z   plane, namely the  circle 2 2 1x y  . 

Now  

f


. dr  =  2 2 2 2(2 ) . (2 )x y i yz j y zk dxi dy j dzk x y dx yz dy y zdz          
     

 

 On C,  0z  , 2 2 1x y   dz=0 and hence  f


. dr (2 )x y dx   

 . (2 )
C C

f dr x y dx  


 

  
2

0

cos , sin
(2cos sin )( sin )

sin
put x y

d
dx d

  
   

 
 

  
  

  
2 2

2

0 0

sin sin 2d d
 

       

  
2 2

0 0

1 (1 cos 2 ) sin 2
2

d d
 

        

  
2 2

0 0

1 sin 2 cos 2
2 2 2

              
 

  1 1
2 2

        
………. (1) 

Also f 


2 2

( 2 2 ) (0 0) (0 1)

2

i j k

i yz yz j k k
x y z

x y yz y z

  
       

  
  

 

   
 

 The unit normal vector to the surface 2 2 2: 1x y z is n 



   


 



   i j k
x y z

   
     

   2 2 2 1x y z    

 2 2 2x i y j z k  
  

 

 2 2 2 2 2 24 4 4 2 2 1 2x y z x y z          

   2 2 2
2

xi y j zkn xi y j zk


  
    


     
 

 
 .

dx dy dx dyds
zn k

   

   . .
S R R

dxdyf n ds z dx dy Area of R
z

      


……..(2) 

 From (1) and (2), Stoke’s Theorem is verified. 



 

 

  UNIT-2 

 ORDINARY DIFFERENTIAL EQUATION  

Introduction:- 

 In mathematics, a differential equation is an equation that relates one or 

more functions and their derivatives.  In applications, the functions generally 

represent physical quantities, the derivatives represent their rates of change, 

and the differential equation defines a relationship between the two. Such 

relations are common. 

 Mainly the study of differential equations consists of the study of their 

solutions (the set of functions that satisfy each equation). Only the simplest 

differential equations are solvable by known methods, Often when a closed-

form expression for the solutions is not available, in that case the solutions 

may be approximated numerically using computers.  

Application:-  

 The differential equations play a prominent role in many disciplines 

including engineering, physics, economics, and biology. 

 The differential equations arise from many practical problems in 

oscillation of  mechanical and electrical system, Bending of beams, Conduction 

of  heat,  velocity of chemical reactions etc., 

    DIFFERENTIAL EQUATION (DE) 

 An equation involving derivatives of one or more dependent variables 

with respect to one or more independent variables is called a differential 

equation. 

 



 

 

 

Example:-  

 

4 2

4 2

2 2 2

2 2 2

(1)

0 (2)

10 (3)

2 1, 3 0 (4)

td x d x dx e
dtdt dt

u u u
x y z

dx dy
dt dt

dx dy dx dy
dt dt dt dt

      

  
      

  

      

        

 

Note :- 

        (1) If  there any changes in the value of y when x changes, then we say  

   that  y  is a dependent variable and x is independent variable. 

   ie y  depends on x. Otherwise we say that y does not depend on x. 

 (2) If there is no change in the value one variable when other change  

  then both are called  independent variables. 

 (3) Equation (1), (2) and (3) are called differential equations,   

  equation (4) is called simultaneous  differential equation.  

 (4)    In equation (1), 't' is independent variable and 'x' is dependent  

  variable  which depends on 't'. 

 (5) In equation (2), Independent variables are 'x', 'y', 'z'  and   

  dependent variable is 'u' which depends on x, y and z. 

       (6)  In equation (3) & (4), Independent variables are 'x','y' and  

            dependent variable is 't' which depends on x ,y. 

 

 



 

 

 

   ORDINARY DIFFERENTIAL EQUATION (ODE) 

               The equations having derivatives with respect to only one 

independent variable  are called ODE. 

Example:- 

 

 

4 2

4 2 (1)

10 (2)

2 1, 3 0 (3)

td x d x dx e
dtdt dt

dx dy
dt dt

dx dy dx dy
dt dt dt dt

      

      

        

   ( sin ) (4)dy x x dx        
Note:- 

  (1)    The differential operator 
2 3

2 3, , .......d d d
dx dx dx

 
 
    in the differential  

  equation  are called ordinary derivatives . 

 (2) In other words, DE having only one independent variable is called  

  ODE. 

PARTIAL DIFFERENTIAL EQUATION 

  The equations having derivatives with respect to at least two 

independent variable  are called ODE. 

Example:- 

 

2 2 2

2 2 2

2

2

0.

5 10

u u u
x y z
u u

x y

  
  

  

 
 

   
 



 

 

 

Note:- 

  (1)    The differential operator 
2 3

2 3, , .......
x x x

   
    

  in the differential  

  equation  are called partial derivatives . 

 (2) In other words, DE's having more than one independent variables  

  are called PDE. 

 

   ORDER OF A DIFFERENTIAL EQUATION 

  The order of a DE  is the highest-order derivative that it involves. 

Example:- 

 

 

4 2

4 2                  (1)

10                   (2)

2 1, 3 0 (3)

td x d x dx e
dtdt dt

dx dy
dt dt

dx dy dx dy
dt dt dt dt

      

      

        

 

 

 

2

2 10 cos       (4)d x x t
dt

       

  

2 2 2

2 2 2

3

3

0. (5)

5 10       (6)

u u u
x y z
u u

x y

  
      

  

 
     

 
 

  Since the highest order derivative in ODE (1) is 4, therefore the 

order of the  ODE is  4.   

  

 



 

 

 

  Since the highest order derivative in ODE (2) is 1, therefore the 

order of the  ODE is  1. 

  Since the highest order  derivative in ODE (3) is 1, therefore the 

order of the  ODE is  1.     

  Since the highest order derivative in ODE (4) is 2, therefore the 

order of the ODE is 2. 

  Since  the highest order derivative in PDE (5) is 2, therefore the 

order of the PDE is 2  

  Since  the highest order derivative in PDE (6) is 3, therefore the 

order of the PDE is 3.  

 

   DEGREE OF A DIFFERENTIAL EQUATION 

  The degree of a DE is the power of the highest  order derivative, 

after the equation has been made rational and integral in all of its 

derivatives. 

EXAMPLE:- 

 

 

1 24 2

4 2

1 1

1 1 1 1

                  (1)

10                   (2)

2 1, 3 0 (3)

td x d x e
dt dt

dx dy
dt dt

dx dy dx dy
dt dt dt dt

   
        

   

            
   

                      
       

 

 



 

  

22

2 10 cos                 (4)d x x t
dt

 
      

 

 

  

2 1 12 2 2

2 2 2

33

3

0. (5)

5 10              (6)

u u u
x y z

u u
x y

       
                  

    
              

 
  Since the power of highest order derivative in ODE (1), (2) and  

(3) are 1, therefore the degree of the  ODE's  are  1.   

  Since the power of highest order derivative in ODE (4) is 2, 

therefore the degree of the  ODE's  is  2.   

  Since the power of highest order derivative in PDE (5) is  2, 

therefore the degree of the  ODE's  is  2.   

  Since the power of highest order derivative in PDE (6) is 1, 

therefore the degree of the  ODE's  is  1.   

  Since the power of highest order derivative in ODE (1) is 1, 

therefore the degree of the  ODE is  1.   

 

EXACT DIFFERENTIAL EQUATION 

                 A differential equation of the form 0Mdx Ndy  , where M and N 

are function of x and y is called exact differential equation if and only if
 

0M N
y x

 
 

 
. 

 

 



 

 

 

Theorem 

  The Necessary and Sufficient condition for the DE 0Mdx Ndy   to 

be exact if 0M N
y x

 
 

 
 or M N

y x
 


 

. 

 

METHOD OF SOLUTION OF EACT DIFFERENTIAL EQUATION 

  
The solution of 0Mdx Ndy   is  given by  

 y constant

(terms of N not containing x)dy=cMdx    

Problem:-01 

Solve 2 22 ( 3 ) 0.xydx x y dy    

Solution:- 

The given equation 2 22 ( 3 ) 0.xydx x y dy      -----(1) 

Equation (1) is of the form Mdx+Ndy=0      -----(2)  

 By comparing both the equation's (1), (2) left hand side, we get 

Let 2 22      and      3M xy N x y    

Differentiate M partially with respect to 'y' (Assuming 'x' constant), we get
( )2 2 .1 2M yx x x

y y
 

  
 

              -----(3) 

 

 

 

 

 



 

 

 

 

Differentiate N partially with respect to 'x' (Assuming 'y' constant), we get
2

2 2( ) 3 (1) 2 3 .0 2N x y x y x
x x x

  
    

  
            -----(4)    

       1( ) ( )   and  0 
n

nx cnx
x x

  
    


 

From the equations (3) and (4), we get 
M N
y x

 
 

 
 

Since the necessary and sufficient condition is satisfied, thus the given DE 

is exact. 

Hence the solution of given exact DE is given by 

 y constant

(terms of N not containing x)dy=cM x    

2

 y constant

2 (3 )dy=cxy x y    

1
2

 y constant

2 3 ( )dy=c                   
1

n
n xy x x y x x

n

 
     

    

2 3

2 3
2 3
x yy c

   
    

   
 

2 3yx y c   

Which is required solution.
 

 

 



 

 

 

Problem -02  

Solve 2 2 2(2 2 cos ) ( sin ) 0.x xye x y dx e x y dy     

Solution:- 

The given DE is 2 2 2(2 2 cos ) ( sin ) 0.x xye x y dx e x y dy                     -----(1) 

Equation (1) is  of the form Mdx+Ndy=0    -----(2) 

Comparing the above two equations, we get 
2 2 22 2 cos , sinx xM ye x y N e x y     

Differentiate M partially with respect to y (Assuming 'x' constant), we get 

22 2 cosxM ye x y
y y y

  
 

  
 

22 2 cosxM e y x y
y y y

  
 

  
 

2 cos  ax2 .1 2 ( sin )                  sinxM e x y a ax
y x

         
  

22 2 sinxM e x y
y


 


  ----(3) 

Differentiate N partially with respect to x (Assuming 'y' constant), we get 

2 2 sinxN e x y
x x x

  
 

  
 

2 2sinxN e y x
x x x

  
 

  
 

2 12 sin .2                        &  
ax n

x ax nN e xe y x ae nx
x x x

   
       

  

 

 



 

 

 

22 2 sinxN e x y
x


 


  ----(4) 

By comparing the equations (3) and (4), we get 
M N
y x

 
 

 
 

Since the necessary and sufficient condition is satisfied, thus the given 

DE is exact. 

Hence the solution of given exact DE is given by 

 y constant

(terms of N not containing x)dy=cM x  
 

2

 y constant

(2 2 cos ) (0)dy=cxye x y x   
 

2

 y constant

(2 2 cos )xye x y x c  
 

2

 y constant  y constant

2 cos 2 (0)dy=cxy e x y x x     
 

2 2

2 . cos . .
2 2

xe xy y c   

 2 2 cos .xye x y c   

           Which is the required solution. 

 

 

 

 



 

 

 

Problem -03 

Prove that the following equation is exact, find the solution 
2

'
2

3 2
2

x xyy
x y





 

Solution:- 

The given equation is 
2

'
2

3 2
2

x xyy
x y





-----(1) 

It can be rewritten as follows 
2

2

3 2
2

dy x xy
dx x y





 

2 2( 2 ) (3 2 )x y dy x xy dx    
2 2(3 2 ) (2 ) 0x xy dx y x dy                               -----(2) 

Equation (2) is of the form 0.Mdx Ndy  -----(3) 

Comparing the equations (2) and (3), we get 
2 2(3 2 )         &   (2 )M x xy N y x     

Differentiate M partially with respect to 'y' (Assuming 'x' constant), 

 we get 

23 2M x xy
y y y

  
 

  
 

23 (1) 2M x x y
y y y

  
 

  
 

23 .0 2 .1M x x
y


 


 

 

 



 

 

 

2M x
y





      ----(4) 

Differentiate N partially with respect to 'x' (Assuming 'y' constant), 

we get 

22N y x
x x x

  
 

  
 

22 (1)N y x
x x x

  
 

  
 

2 .0 2N y x
x


 


 

2N x
x





      ----(5) 

By comparing the equations (4) and (5), we get 
M N
y x

 


 
 

Since the necessary and sufficient condition satisfied, therefore the 

given DE is exact. 

Hence the solution of given exact DE is given by 

 y constant

(terms of N not containing x)dy=cM x  
 

2

 y constant

(3 2 ) (2 )dy=cx x y x y     

 

 

 



 

 

2

 y constant  y constant

3 2 2 dy=cx x y x x y     
 

3 2 2

3 2 . 2.
3 2 2
x x yy c  

 
3 2 2 .x x y y c  

 
 Which is the required solution 

 

EXERCISE  

Solve the following equations 

1.   (2 ) 0x xy e dx y e dy    

2.   2 2( ) ( )x ay dx ax y dy    

3.   2 2 2 2 2 2( ) ( ) 0x y a xdx x y b ydy       

4.   2 2 2 2( 4 2 ) ( 4 2 ) 0x xy y dx y xy x dy       

5.   2 2 22 3 2 4 3( 4 ) (2 3 ) 0                        Ans. exy xy xyy e x dx xye y dy x y c        

6.  11 cos ( log sin ) 0          Ans. (x+log x) y+x cos y=cy y dx x x x y dy
x

         
  

 

7. 2 2 2 2 2(1 2 cos 2 ) (sin ) 0                    Ans. x+ysinxxy x xy dx x x dy yx c        

8. cos sin+ =0                                                 Ans. ysinx (sin )
sin cos

dy y x y y x y x c
dx x x y x

 
  

 
 

9. 2 2 2 2 2 2 2 2 5(2x +3y -7)xdx-(3x +2y -8)ydy=0                                  Ans. x 3 ( 1)y c x y      

10. 2 2 2 3(3x +6xy )dx+(6x y+4y )dy=0                                   

 

 

 



 

 

 

LINEAR DES 

 A differential equation is said to be linear, if the following conditions are 

satisfied, 

(i) (a)   Derivative  are of degree one in each term of DE 

 (b)  Dependent variable appears with  degree  one in DE. 

(ii)   There should not be any term containing the product of  

 (a)  Differential coefficient with dependent variable 

 (b)  Differential coefficient with each other 

(iii)  Neither differential coefficient nor dependent variables are in 

transcendental  form. 

 

Note 

(i) If  any one of the condition violated, then the DE is non linear. 

(ii) Transcendental form means that it involves trigonometric function like 

ey, cos y, edy/dx, tan y, here y is dependent variable. 

 

EXAMPLE:- 

1.  1/2 sindy y x
dx

 
   

is non linear   (Condition (i) (b) violated) 

 (since the degree of the dependent variable y is not equals one) 

2.  y'''-6y'=5sinx    is linear   (No condition is violated) 

 

 

 



 

 

 

3.  
24

4 3d y dy y x
dxdx

    
     

is non linear  (Condition (i) (a) violated) 

  (since the degree of the y'  is not equals one) 

4.  
4

4 3sin cosd y dyx x
dxdx

 
   

is linear   (No Condition is  violated) 

5.  
4

4 . cosd y dy y x
dxdx

 
   

is non linear   (Condition (ii) (b) violated) 

 (since the differential coefficient y'''' and  y' are multiplied each other) 

6.  
2

2 6 0d y dyy
dxdx

 
   

is non linear   (Condition (ii) (a) violated) 

 (since the differential coefficient y'' and dependent variable y are 

          multiplied each other) 

7.  
2

2 6 cos sind y dy y x
dxdx

  
   

is non linear   (Condition (iii) violated) 

 (since the dependent variable y  is in the transcendental form) 

8.  
2

2 tanyd y e x
dx

 
   

is non linear   (Condition (iii) violated) 

 (since the dependent variable y  is in the transcendental form)  

9.  
2

2 cosxd y e x
dx

 
   

is linear    (No condition is  violated) 

10.  
3

2
3 osxd y dy y e c x

dxdx
  

   
is non linear  (Condition (i)(b) violated) 

 (since the degree of the dependent variable y is not equals to one) 

 

  



 

 

 

LEIBNITZ'S LINEAR EQUATION 

 The standard form of  linear equation of first order commonly known as 

Leibnitz's linear equation  

 i.e ( ) ( )dy P x y Q x
dx

   is called Leibnitz's linear equation  

        It can be solved by using the following steps 

Step :-01   

 Integrating factor: pdxe   

Step:-02 

 General Solution: pdx pdxye Qe dx c    . 

 

    BERNOULLI’S EQUATION 

 A first order DE that can be written in the form ( ) ( ) .ndy P x y Q x y
dx

   

 ( n is real number)  where  P(x)& Q(x) are functions of x only (free from y) is  

called a Bernoulli’s equation. 

Note:- 

(i ) It is named after the Swiss Mathematician Jacob Bernoulli (1654-1705) 

 who is known for his basic work in probability distribution theory. 

(ii ) It is clear that when n=0 or 1, the DE is linear. 

(iii ) It is clear that when n>1, the DE is non-linear. 

(iv ) It's solution is obtained by reducing the given Bernoulli's equation to 

Leibnitz's linear  equation. 

 



 

 

 

METHOD OF SOLUTION (WHEN n=0) 

 Consider the equation ( ) ( ) .ndy P x y Q x y
dx

    where n=0. 

i.e ( ) ( )dy P x y Q x
dx

   

 It becomes a Leibnitz's linear equation, so it can be solved by using the 

following steps 

Step :-01   

 Integrating factor: pdxe   

Step:-02 

 General Solution: pdx pdxye Qe dx c    . 

 

Problem:-01 

Solve cos .dy y x
dx

   

Solution:- 

The given DE is cos .dy y x
dx

  ----(1) 

It is of the form ( ) ( )dy P x y Q x
dx

  ----(2) 

Comparing the equations (1) and (2), we have 
1,       &   cosP Q x    

 

 

 



 

 

 

Integration factor 
Pdx dx dx xe e e e         

General solution  
pdx pdxye Qe dx c     

cosx xye xe dx c                                                2 2cos [ cos sin ]
ax

ax ee bxdx a bx b bx
a b

  


  

Here a=-1, b=1, substituting in the formula, we get 

2 2 [sin cos ]
( 1) (1)

x
x eye x x c


   

 
 

[sin cos ]
2

x
x eye x x c


     

Which is the required solution. 

 

Problem:-02 

Solve 1 tan cos .dy y x x
x dx x

   

Solution:- 

The given DE is 1 tan cos .dy y x x
x dx x

  ----(1) 

Let us rewrite the above equation as follows 

tan cos .                   (Multiply by x)dy y x x x
dx

   

It is of the form ( ) ( )dy P x y Q x
dx

  ----(2) 

 



 

 

 

 

Comparing the equations (1), (2), we get 
tan ,       &   cosP x Q x x   

Integration factor 
1tan log cos secPdx xdx xe e e x

     

General solution  
pdx pdxye Qe dx c     

sec cos secy x x x xdx c  

 

secy x xdx c  

 

2

sec
2
xy x c    

Which is the required solution. 

 

Problem :-03 

Solve cot sin 2 .dy y x x
dx

   

Solution :- 

The given DE is cot sin 2 .dy y x x
dx

  -----(1) 

It is of the form ( ) ( )dy P x y Q x
dx

  ----(2) 

Comparing the equations (1), (2), we get 

cot ,       &    sin 2P x Q x   

 



 

 

 

 

Integration factor 
cot logsin sinPdx xdx xe e e x     

General solution 
pdx pdxye Qe dx c     

1sin sin 2 sin                      sin sin [cos( ) cos( )]
2

y x x xdx c A B A B A B        

Here A=2x,  B=x, substituting in the formula, we get 
1sin [cos(2 ) cos(2 )]  
2

y x x x x x dx c       

1sin [cos( ) cos(3 )]  
2

y x x x dx c     

1 sin sin 3 sinsin [ ]                  cos
2 2 3

x x axy x c axdx
a

     
   

Which is required solution. 

 

Problem:-04 

Solve cot 4 cosdy y x x ecx
dx

  , given that y=0 when x=
2


 
Solution:- 

The given DE is cot 4 cosdy y x x ecx
dx

  -----(1) 

It is of the form ( ) ( )dy P x y Q x
dx

  ----(2) 

 

 



 

 

 

 

Given condition y(x)=0 when x=
2
 -----(3)

    
[ ( )]y y x

 
Comparing the equations (1), (2), we get 

cot ,         &     4 cosP x Q x ecx   

Integration factor 
cot logsin sinPdx xdx xe e e x     

General solution 
pdx pdxye Qe dx c     

sin 4 cos siny x x ecx xdx c    

sin 4y x xdx c    
2

2sin 4 2
2
xy x c x c    ----(4) 

To find the constant C   

We use the given condition (3) in (4), we get 

i.e sub x=
2


 
and y=0 in equation (4), we get 

2

0.sin( ) 2( )
2 4

c 
   

2

0.1
2

c
   

2

2
c 
   

 

 



 

 

 

 

Substitute the value of c in equation (4), we get

 

2
2sin 2 .

2
y x x 

  
 

Which is the required solution. 

 

METHOD OF SOLUTION (WHEN n=1) 

Consider the equation ( ) ( ) .ndy P x y Q x y
dx

    when n=1. 

i.e ( ) ( ) .dy P x y Q x y
dx

 
 

It can be solved using variable separable method.  

i.e ( ) ( )dy P x y Q x y
dx

  
 

[ ( ) ( )]dy Q x P x y
dx

 
 

[ ( ) ( )]       ( Variables y and x are separated in left and right sides respectively)dy Q x P x dx
y
 

 
Integrate on both sides, we get 

[ ( ) ( )]dy Q x P x dx c
y

 
   

 
   

After evaluation of  integration on both sides, we get the required solution. 

 

 

 



 

 

 

 

Problem:-01 

Solve 4dy xy y
dx

 
 

Solution:- 

The given DE's is  4dy xy y
dx

   -----(1) 

The equation (1) is of the form ( ) ( ) .dy P x y Q x y
dx

  -----(2)
 

Therefore we use variable separation method as follows 

(4 )dy x y
dx

 
 

(4 )dy x dx
y
 

 
Integrate both sides, we get 

(4 )dy x dx
y
    

2

log 4
2
xy x c  

 
2

log 4
2
xy x c  

 
Which is the required solution. 

 

 

 

 



 

 

 

 

Problem:-02 

Solve 2( 2) (tan )dy x y x y
dx

  
 

Solution:- 

The given DE's is  2( 2) (tan )dy x y x y
dx

    -----(1) 

The equation (1) is of the form ( ) ( ) .dy P x y Q x y
dx

 
 

Therefore we use variable separation method as follows 

2( 2) (tan )dy x y x y
dx

   
 

2[ 2 tan ]dy x x dx
y
   

 
Integrate both sides, we get 

2[ 2 tan ]dy x x dx
y
      

3
2log 2 sec

3
xy x x c    

 
Which is the required solution.

 

 

   

 

 

 

 



 

 

 

 

  METHOD OF SOLUTION (WHEN n=2,3,4,....) 

 Consider the equation ( ) ( ) .ndy P x y Q x y
dx

    where n=2,3. 

 It is a non linear equation, but can be converted into linear equation as 

follows 

( ) ( ) .ndy P x y Q x y
dx

   ----(1)
 

Divide the equation by yn
 

1 1 1( ) ( ) .n
n n n

dy P x y Q x y
dxy y y

   

1

1 1( ) ( ).n n

dy P x Q x
dxy y  

 

1( ) ( ).n ndyy P x y Q x
dx

   ----(2) 

Let z=y1-n    (replacing the variable y into z) 

1 1(1 ) ndz n y
dy

  
 

1
ndz y dy

n


  
Update the values in equation(2), we have 

1( ) ( ).
n

ny dy P x y Q x
dx


 

 
1 ( ) ( ).

1
dz P x z Q x

n dx
 

  
 



 

 

 

 

Multiply 1-n on both sides , we get 

(1 ) ( ) (1 ) ( ).dz n P x z n Q x
dx

   
   

1 1 1 1( ) ( ).          where P ( ) (1 ) ( )  & Q ( ) (1 ) ( )dz P x z Q x x n P x x n Q x
dx

     
 

This is the Leibnitz's linear equation in z. 

This equation can be solved using following procedure  

Integration factor 

I.F= 1 ( )P x dxe  

General solution 
1 1( ) ( )

1( )P x dx P x dxye Q x e dx c     
Which gives the required solution. 

 

Problem:-1 

Solve 2 6dy y x y
dx x

   

Solution:-   

The given DE is 2 6dy y x y
dx x

               -----(1) 

It is of the form ( ) ( ) .ndy P x y Q x y
dx

   ----(2)  

Rewrite equation (1) as follows 

 

 



 

 

 

 

6 6 2 6 6 6                        (Multply  )dy yy y x y y y
dx x

    
 

6 5 21dyy y x
dx x

                        ----(3)
 

Let z=y1-n=y1-6=y -5 

Differentiate z with respect to y, we get 

5 1 65 5dz y y
dy

       

6

5
dz y dy
  
Update the above values in equation (3), we get 

6 5 21dyy y x
dx x

    

21 1
( 5)

dz z x
dx x

 


  

215 5dz z x
dx x

         -----(4)  

It is of the form ( ) ( )dz P x z Q x
dx

   ----(5)  

Comparing the equations (4) and (5), we get 

P(x)=-5/x       and     Q(x)=-5x2     

Integrating factor 

I.F= 5
5

( ) 5 log log 5dxP x dx x xxe e e e x



       

 

 



 

 

 

 

General solution 
( ) ( )( )P x dx P x dxze Q x e dx c     

5 2 5( 5 )zx x x dx c      
5 35zx x dx c      

3 1 2
5 5 5

3 1 2
x xzx c c
  

      
    
2

5 5
2
xzx c


    

3
5 55                   (Multiply x )

2
xz cx   

Which is the general solution of equation (4). 

The general solution of given equation (1) is obtained by replacing z by y. 

Sub z=y-5, we get 
3

5 5 55                   (Multiply x )
2
xy cx    

Which is the required solution. 

 

Problem:-2 

Solve 2(1 ) 1dyxy xy
dx

   

Solution:-  

The given DE is 2(1 ) 1dyxy xy
dx

               -----(1) 

 



 

 

 

 

Rewrite equation (1) as follows 

2

1
(1 )

dy
dx xy xy


  

2(1 )dx xy xy
dy

   

2 3dx xy x y
dy

   

2 3dx xy x y
dy

 
 

3 2dx yx y x
dy

                       ----(2) 

It is of the form ( ) ( ) .ndx P y x Q y x
dy

   ----(3) 

Multiply equation (2) by x-2, we get 

2 2 2 3 2dxx x yx x y x
dy

     

2 1 3dxx yx y
dy

   -----(4) 

Let z=x1-n=x1-2=x -1 

Differentiate z with respect to x, we get 

1 1 2dz x x
dx

       

2dz x dx 
 

 

 



 

 

 

 

Update the above values in equation (4), we get 

3dz yz y
dy

    

3                        (Multiply by -1)dz yz y
dy

      -----(5)  

It is of the form ( ) ( )dz P y z Q y
dy

   ----(6)  

Comparing the equations (5) and (6), we get 

P(y)=y       and     Q(y)=-y3     

Integrating factor 

I.F=
2

( ) 2
y

P y dy ydye e e    

General solution 
( ) ( )( )P y dy P y dyze Q y e dy c     

2 2

32 2( )
y y

ze y e dx c     
2 2

32 2( )
y y

ze y e dx c     
2 2

22 2  
y y

ze y e ydy c     ----(7) 
2

Let   t= ,       2   
2 2
y dt dty ydy

dy
    

 

 

 



 

 

 

 

Substitute the above values in the right side of equation (7), we get 

 

2

2 (2 )           
2

y
t dtze t e c     
   

2

2           
y

tze te dt c    

 
2

2 1 ( ) (1)          chain rule of integration  ' ' '' '' ''' .....
2 1 1

y t te eze t c udv uv u v u v
                
     


 

 
2

2 1           
2

y
t tze te e c


     

 
2

2 2           
y

t tze te e c     

Sub 
2

t=
2
y

in the above equation, we get 
 

 
2 2

22 2(2 )           
y y

ze y e c    
Which is the general solution of equation (5). 

The general solution of given equation (1) is obtained by replacing z by x. 

Sub z=x-1, we get 
2 2

1 22 2(2 )           
y y

x e y e c     
2 2

2 2 21 (2 )             (Multiply on both sides )
y y

y ce e
x

 

    

Which is the required solution. 

 

2

2 (2 )           
y

tze t e c
   



 

 

 

 

Problem:-3 

Solve 3 2sin 2 cosdy x y x y
dx

   

Solution:-  

The given DE is 3 2sin 2 cosdy x y x y
dx

               -----(1) 

Rewrite equation (1) as follows 

3 2
2 2

1 1 sin 2         [Divide the equation by cos ]
cos cos

dy x y x y
dxy y

   

3
2 2

1 1 2sin cos         [sin2 =2sin cos ]
cos cos

dy x y y x
dxy y

     

2 31sec 2sin         
cos

dyy x y x
dx y

   

2 3sec 2 tan         dyy x y x
dx

  --------(2) 

Let us rewrite further 

2 2tan ,    sec secdzz y y dz ydy
dy

     

Substitute the above in equation (2), we get 

32         dz xz x
dx

  -----(3) 

It is of the form ( ) ( )dz P x z Q x
dx

   ----(4)  

 

 



 

 

 

 

Comparing the equations (3) and (4), we get 

P(x)=2x       and     Q(x)=x3     

Integrating factor 

I.F= 2( ) 2P x dx xdx xe e e    

General solution 
( ) ( )( )P x dx P x dxze Q x e dx c     

2 23x xze x e dx c    
2 22  x xze x e xdx c    ----(5) 

2Let   t= ,       2   
2

dt dtx x xdx
dx

    

Substitute the above values in the right side of equation (6), we get 

 
2

( )           
2

x t dtze t e c    
   

2 1           
2

x tze te dt c    

 2 1 ( ) (1)          chain rule of integration  ' ' '' '' ''' .....
2 1 1

t t
x e eze t c udv uv u v u v

               
     

  

 2 1           
2

x t tze te e c    

 2 1 1           
2

x tze t e c    

 

 

 



 

 

 

 

Sub 2t=x in the above equation, we get 

 

 
2 221 ( 1)           

2
x xze x e c    

2 221 ( 1)        (Multiply both sides by )
2

x xz x ce e     

Which is the general solution of equation (3). 

The general solution of (1) is obtained by replacing z into y. 

Sub z=tan y 
2 221tan ( 1)        (Multiply both sides by )

2
x xy x ce e     

Which is the required solution. 

 

 

 

 

 

 

 

 

 

2 1 ( 1)           
2

x tze t e c  



 

 

 

 

 

EXERCISE  

Solve the following DE's 

1. 
2 6dy y x y

dx x
   

2. 
2 1log (log )           Ans.(logz) 1      [Use  logz=t and 1/t=v]dz z zz z cx

dx x x
     

3. 
2tan secdy y x y x

dx
   

4. 
3 2( )x y xy dx dy    

5. 
3 52 ' 10xy x y y   

6. 
2 2

2
dy x y
dx xy


  

7. 
2( ) 0x x y dy y dy    

8. 
tan (1 ) sec
1

xdy y x e y
dx x

  


 

9. 1y xdye e
dx

   
 

 

10. 
2tan tan cos cosdyy x y x

dx
   

11. 
4

3

1 16 ' 2           Ans.
2

tty y ty ce
y


   

 

12. 
3 10

2

1 1' 5 5           Ans.
10

ty y ty t ce
y

       

 



 

 

 

 

 

LINEAR D.E’S WITH VARIABLE COEFFICIENT  

               The general linear DE with variable coefficient of order ‘n’ is of the 

form   
1

1 1 ...
n n

nn n

d y d yp p y X
dx dx



    where p1,p2,…,pn and X are function of x only. 

 

LINEAR D.E’S WITH CONSTANT COEFFICIENTS 

               The general linear DE with constant coefficient of order ‘n’ is of the 

form   
1

1 1 ...
n n

nn n

d y d ya a y X
dx dx



    , where a1,a2,…,an are real constants, and X is a 

function of  x only.   

 This equation  can also be written in symbolic form as follows,  

 

 

 The complete 

solution of equation 

(1) consists  of two 

parts. 

i) Complementary function. 

ii) Particular integral. 

ie., the complete solution is given by y = yc + yp.   where yc= C.F. , yp = P.I. 
 

Rules for find Complementary function 

1
1

1
1

1
1

( ... ) ( )            here D=d/dx
( ... ) ( )                  
f(D) ( ) ----(1),   where f(D)= ...

n n
n

n n
n

n n
n

D y a D y a y f x
D a D a y f x

y f x D a D a







   

   

   



 Write the auxiliary equation f(m)=0[replacing D by m in f(D)], and find 

its roots. Depending upon the nature of the roots we have the following cases 

 

 

 

 

 

Case 1: 

  If all the roots m1,m2,….,mn are real and different then the C.F. is,  

             31 2 ....m xm x m x
cy Ae Be Ce     

Case 2:  

 If any two roots are equal say m1=m2=m then the C.F. is, 

              ( ) mx
cy Ax B e  . 

Case 3:  

 If any three roots are equal say m1=m2=m3=m, then the C.F. is, 

             2( ) mx
cy Ax Bx c e   . 

Case 4:  

 If the roots are imaginary say m1= 2,i m i       then the C.F. is, 

             [ cos sin ]x
cy e A x B x    . 

 

Problem :-01 

 Find the C.F of 2( 6 13) 0.D D y    
Solution:- 

The given DE is 2( 6 13) 0D D y   ----(1) 

Auxiliary equation is   given by 2 6 13 0m m         2[ 0]am bm c    



6 36 4(13)
2

m
 

                                 
2 4

2
b b acm

a
  

  

 

 

 

 

 

 

6 36 52 6 16 6 4
2 2 2

im     
   3 2i   

3. . ( cos 2 sin 2 )xC F e A x B x 

 
 

Problem :-02 

Find the C.F of  2( 1) 0D y   
Solution:-  

The given DE is 2( 1) 0D y   -----(1) 

The auxiliary equation is 2 1 0m    
2 1m    

1m    

m =±i                                       [ ,    =0,  =1]m i      
0. [ cos sin ]                                           [C.F ( cos sin )]x xC F e A x B x e A x B x     

. cos sin  C F A x B x 

          

                                          

 

Problem :-03 

Find the C.F of  3 2( 4 4) 0D D D y     
Solution:-  

The given DE is 3 2( 4 4) 0D D D y     -----(1) 



The auxiliary equation is 3 2 4 4 0m m m      
 

 

 

 

 

 

We use the following trial and error method to find the roots        

 1 1 4 4 

       -1 0 -1 0 -4 

    1 0 4 0 

                          

i.e (m-(-1))(m2+0m+4)=0 

i.e (m+1)(m2+4)=0 

m+1=0 or m2+4=0 

m=-1 or m2=-4 

m=-1 or m=  2i 

C.F=C1e-x+e0x[C2cos2x+C3sin2x] 

 

Note:- 

 The trial and error method is applicable only if at least one root of the 

equation is real. 

 

Problem :-04 

Find the C.F of  4 2( 4 4) 0D D y    
Solution:-  



The given DE is 4 2( 4 4) 0D D y    -----(1) 

The auxiliary equation is 4 24 4 0m m    
 

 

 

 

 

For this problem the trial and error method not applicable (Since all the roots 

are complex), So we find the root by rearranging the equation as follows 

( m2)2-4m2+4=0 

( n)2-4n+4=0,    where n=m2 

 n2-4n+4=0      [a n2+bn+c=0] 
2 2( 4) ( 4) 4(1)(4) 4                                        

2(1) 2
b b acn n

a

        
   

 
 

4 0 4 0 2 0
2 2

n  
     

2 0, 2 0n     
2, 2n   

2 22,          2,m m      
2[ ]m n  

2,           2m m     
Hence the four roots are 2, 2, 2, 2m      
 
C.F  = 2 2

1 2 3 4( ) ( )x xC C x e C C x e    
 

Problem :-05 

Find the C.F of  4( 4) 0D y   
Solution:-  



The given DE is 4( 4) 0D y   -----(1) 

The auxiliary equation is 4 4 0m    
 

 

 

 

 

For this problem the trial and error method not applicable (Since all the roots 

are complex), So we find the root by rearranging the equation as follows 

( m2)2+4=0 

(n)2+4=0,    where n=m2 

n2+4n+4-4n=0 

(n+2)2-4n=0    [ (a+b)2=a2+2ab+b2] 

(m2+2)2-22 m2=0 

(m2+2)2-(2m)2=0     [a2-b2=(a-b)(a+b)] 

(m2+2-2m)(m2+2+2m)=0 

m2-2m+2=0    or  m2+2m+2=0 

To find the roots  of m2-2m+2=0     
2 2( 2) ( 2) 4(1)(2) 4                                        

2(1) 2
b b acm m

a

        
   

 
 

2 4 8 2 4 2 2
2 2 2

im     
    

1m i   
To find the roots  of m2+2m+2=0     

2 2(2) ( 2) 4(1)(2) 4                                        
2(1) 2

b b acm m
a

       
  

 
 

 



2 4 8 2 4 2 2
2 2 2

im        
    

 
 
 
 
 
 
 
 

1m i    
 
Hence the four roots are   
 

1 , 1 ,                            [For 1 ,  =1,  =1 & -1 ,  =-1,  =1]m i i i i          
 
C.F  = 1 2 3 4[ cos sin ] [ cos sin ]x xe C x C x e C x C x     
 
EXERCISE  
Find the C.F of the following DE's 
1. 2 2( 2) 0.D y 

 2.  3( 1) 0.D y   

3.
2

2 5 6 0d x dx x
dtdt

    

4. 
2

2 6 9 0d x dx x
dtdt

    
5. y''+3y'+2y=0 

6. y''+y'+y=0 

7. (D2+4)2y=0 

8. (D-3)4y=0 

9. (D+8)4y=0 

10. 4y'''+4y''+y'=0 

11.(D3+1)y=0 

12. (D2+1)2(D-1)y=0 



13.(4D4-8D3-7D2+11D+6)y=0 

14. (D3-3D2+3D-1) y=0 

15. 4y'''+4y''+y'=0 

16. (D4+8D2 +16)y=0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Rules for finding particular Integral 

               Consider the general linear DE with constant coefficient of order ‘n’   
1

1 1 ...
n n

nn n

d y d ya a y X
dx dx



    , where a1,a2,…,an are real constants, and X is a 

function of  x only.   

 This equation  can also be written in symbolic form as follows,  
1

1f(D)  ----(1),   where f(D)= ...n n
ny X D a D a     

 The particular integral is obtained as follows 

P.I= 1
1

1 1
( ) ...n n

n

X X
f D D a D a


  

 

 

Note:- 

Formulae 1 X Xdx
D

         and        2

1 X Xdxdx
D

    etc.,  

 

TYPE: 01 

            If axX e , then the P.I. is  

P.I. = 1                      [  Factorize the denominator (D) in to linear factors]
( )

axe
D




 

P.I  =  1 , ( ) 0.
( )

axe provied a
a





 

 If  ( ) 0.a    then multiply by x and differentiate the denominator with 

respect  D, and replace D by a.  

 

 

 



 

 

 

P.I  =  1 , '( ) 0.
'( )

axx e provied a
a





 

Continue this procedure until we get the required solution. 

 

Problem:-01 

Solve  
2

5
2 4 6 .xd y y e

dx
 

 
Solution:- 

The given DE is 
2

5
2 4 6 .xd y y e

dx
  -----(1) 

Let write the symbolic form of equation (1) as follows
 

2 54 6 .xD y y e       where .dD
dx

  

2 5( 4) 6 xD y e     -----(2) 

The complete solution of equation (2) is given by 

y=C.F+P.I    -----(3) 

To find C.F 

Auxiliary equation is  2 4 0m    
2 4m   

4m    

2m    
2 2. x xC F Ae Be   

 

 



 

 

 

To find P.I 

5
2

1 1. . 6
( ) 4

xP I X e
f D D

 
  

Let us write the denominator in linear factor form D2-22=(D-2)(D+2)
 

51. . 6    
( 2)( 2)

xP I e
D D


 

 

51. . 6                   
(5 2)(5 2)

xP I e
   

[ case I, replace D by 5  ]  

5 56 2. .  =   
21 7

x xP I e e  

Substituting the values of C.F and P.I in equation (3), we get 

y= 2 2x xAe Be 52   
7

xe  

Which is the required solution. 

 

Problem:-02 

Find the particular integral of 2'' 3 ' 2 .x xy y y e e     

Solution:- 

The given  equation is  2'' 3 ' 2 .x xy y y e e     -----(1) 

Let us rewrite the equation (1) in symbolic form as follows 

2 23 2 .x xD y Dy y e e     where .dD
dx


 

2 2( 3 2) .x xD D y e e       -----(2) 

 

 



 

 

 

To find P.I 

2
2

1 1. . ( )
( ) 3 2

x xP I X e e
f D D D

  
 

 

2
2 2

1 1. .
3 2 3 2

x xP I e e
D D D D

 
   

  -----(3) 

Let write the denominator in linear factorize  form 

D2-3D+2=D2-D-2D+2 

D2-3D+2=D(D-1)-2(D-1) 

D2-3D+2=(D-2)(D-1) 

Now  
1 1             

( 1)( 2) (1 1)(1 2)
x xe e

D D


   
 [ Case I, replace D by 1, denominator is zero]   

2

1 1             
( 1)( 1)3 2

x xe e
DD D


     

 [ Case I, replace D by 1, denominator is zero]
 

2

1 1             
( 1)3 2

x xe e
DD D

 
       

 [ Case I, replace D by 1, denominator is zero]  

 If denominator becomes zero,  multiply numerator by x and 

differentiate denominator with respect to D and then replace D by 1 again. 

2
1 1

1 03 2
x xe x e

D D
 

                           
[  ( 1) 1 0 1]d D

dD
   

 

2

1
3 2

x xe xe
D D

 
 

   -----(4) 

 

 

 



 

 

 

2 21 1
( 1)( 2) ( 2 1)( 2 2)

x xe e
D D

 
     

 [ Case I, replace D by -2, denominator is non zero]  

2 2
2

1 1
123 2

x xe e
D D

 
 

   ----(5) 

Substitute the equation (4), (5) in (3), we get 

P.I 21
12

x xxe e     

Which is the required answer. 

 

Problem -03 

Find the particular integral of 2( 1) sinh 2 .D y x    

Solution:  

The given DE is 2( 1) sinh 2 .D y x   -----(1), it is in symbolic form only. 

To find P.I 

P.I 
2

1 1 sinh 2
( ) ( 1)

X x
f D D

 
  

Here the denominator is already in linear factor form 

P.I 
2 2

2

1 ( )
2( 1)

x xe e
D





                                                        

2 2

[sinh 2 ( )]
2

x xe ex


   

P.I 2 2
2 2

1 1 1 1
2 2( 1) ( 1)

x xe e
D D

 
 

 -----(2)   

 

 

 

 



 

 

 

Now 

2 2
2 2

1 1               [ Case I, replace D by 2, denominator non zero]
( 1) (2 1)

x xe e
D


   

2 2
2

1
( 1)

x xe e
D




    -----(3) 

2 2
2 2

1 1  
( 1) ( 2 1)

x xe e
D

 
      

  [ Case I, replace D by -2, denominator non zero]  

2
2

2

1
9( 1)

x
x ee

D


 


   -----(4) 

Substitute the equations (3), (4) in (2), we get 

P.I=
2

21 1
2 2 9

x
x ee



  

P.I=
2

21
2 9

x
x ee

 
 

 
 

 

Problem -04 

Find the particular integral of 2 2( 2)( 1) 2sinh .xD D y e x      

Solution: 

The given DE is 2 2( 2)( 1) 2sinh .xD D y e x    -----(1) 

 It is already in symbolic form. 

P.I=  2
2

1 1 2sinh .
( ) ( 2)( 1)

xX e x
f D D D

 
    

Here the denominator is already in linear factor form 

 

 



 

 

 

P.I= 2
2 2

1 1 2sinh .
( 2)( 1) ( 2)( 1)

xe x
D D D D

 
     

P.I= 2
2 2

1 1 2. .
2( 2)( 1) ( 2)( 1)

x x
x e ee

D D D D


  

       
            [  sinhx= ]

2

x xe e
 

P.I= 2
2 2

1 1 ( )
( 2)( 1) ( 2)( 1)

x x xe e e
D D D D

  
                

P.I= 2
2 2 2

1 1 1
( 2)( 1) ( 2)( 1) ( 2)( 1)

x x xe e e
D D D D D D

  
                 -----(2) 

Now 

2 2
2 2

1 1
( 2)( 1) ( 2)( 1)

x xe e
D D D D

 
     

2 2
2 2

1 1
( 2)( 1) ( 2 2)( 2 1)

x xe e
D D

 
     

  [ Case I, replace D by -2, denominator is zero]  

2 2
2

1 1
9( 2)( 2)( 1)

x xe e
DD D

 
                 [ Case I, replace D by -2, denominator is zero]  

 If denominator becomes zero,  multiply by x and differentiate 

denominator with respect to D and then replace D by -2 again. 

2 2
2

1 1 1
9 (1 0)( 2)( 1)

x xe x e
D D

 
             [  ( 2) 1 0 1]d D

dD
     

2
2

2

1
9( 2)( 1)

x
x xee

D D


 

         -----(3) 

2 2

1 1
( 2)( 1) (1 2)(1 1)

x xe e
D D


      

  [ Case I, replace D by 1, denominator is zero]   

 

 

 



 

 

 

2 2

1 1
( 2)( 1) 3( 1)

x xe e
D D D


     

  [ Case I, replace D by 1, denominator is zero]  

 If denominator becomes zero,  multiply by x and differentiate 

denominator with respect to D and then replace D by 1 again. 

2

1 1 1 1
3 (2 2) 6 ( 1)( 2)( 1)

x x xxe x e e
D DD D

 
    

     
2 2[  ( 1) ( 2 1) 2 2 0 2 2]d dD D D D D

dD dD
        

 

2

1 1
6 (1 1)( 2)( 1)

x xxe e
D D


        

  [ Case I, replace D by 1 again, denominator is zero]  

 If denominator becomes zero,  multiply by x and differentiate 

denominator with respect to D and then replace D by 1 again. 

2

1 1. .
6 (1 0)( 2)( 1)

x xxe x e
D D


      

[ ( 1) 1 0 1]d D
dD

     

2

2

1 .
6( 2)( 1)

x
x x ee

D D


         -----(4) 

2 2

1 1
( 2)( 1) ( 1 2)( 1 1)

x xe e
D D

 
       

    
  [ Case I, replace D by -1 again, denominator is non zero]  

2 2

1 1 1
4( 2)( 1) (1)( 2)

x x xe e e
D D

   
        -----(5) 

 

 

 

 



 

 

 

Substitute the equations (3), (4) and (5) in (2), we get 

P.I=
2

9

xxe  2

.
6

xx e


1
4

xe
 

Which is the required answer. 

 

Problem -04 

Solve  3( 1) .xD y e    

Solution: 

The given DE is   3( 1) .xD y e     -----(1) 

It is already in symbolic form 

Its complete solution is given by y=C.F+P.I------(2) 

To find C.F 

The auxiliary equation is (m-1)3=0 

(m-1)(m-1)(m-1)=0 

m-1=0 or m-1=0 or m-1=0 

m=1,1,1 (Thrice )  

C.F=(A+Bx+cx2)ex     ------(3) 

To find P.I 

P.I= 3

1 1
( ) ( 1)

xe
f D D


     [ Case I, replace D by 1, denominator is zero]  

 

 

 



 

 

 

 

P.I=
3

1
(1 1)

xe
  

 If denominator becomes zero,  multiply by x and differentiate 

denominator with respect to D and then replace D by 1 again. 

P.I=
2

1.
3( 1)

xx e
D    

3 3 1 2[ ( 1) 3( 1) (1 0) 3( 1) ]d D D D
dD

     
 

P.I=
2

1
3 (1 1)

xx e
      [ Case I, replace D by 1 again, denominator is zero]  

 If denominator becomes zero,  multiply by x and differentiate 

denominator with respect to D and then replace D by 1 again. 

P.I= 1. .
3 2( 1)

xx x e
D    

2 2 1[ ( 1) 2( 1) (1 0) 2( 1)]d D D D
dD

     
 

P.I=
2 1

6 (1 1)
xx e

     [ Case I, replace D by 1 again, denominator is zero]  

 If denominator becomes zero,  multiply by x and differentiate 

denominator with respect to D and then replace D by 1 again. 

P.I=
2 1. .

6 (1)
xx x e   [ ( 1) 1 0 1]d D

dD
   

 

P.I=
3

6

xx e
      ------(4) 

 

 

 

 



 

 

 

 

Substitute the equation (3) and (4) in (2), we get 

y=(A+Bx+cx2)ex+
3

6

xx e   

Which is the required answer. 

 

EXERCISE   

Solve the  following DE's 

1. 2( 2 1) cosh .D D y x   . 

2. 2 3 5( 4) 10 3 .x xD y e e   . 

3.  2'' ' (1 )xy y y e    . 

4. 2 2( 2) 8 xD y e  . 

5.  3 2'' 6 ' 9 6 7x xy y y e e    . 

6.  ''' ' 2 xy y e  . 

7.  3'' 2 ' xy y y e   . 

8.  '' xy y e  . 

9.  2'' 6 ' 25 xy y y e   . 

 

 

 

 

 

 



 

 

 

Type 2: 

            If sin ( ) cos ,X ax or ax , then the P.I. is  

P.I. = 1 sin ( ) cos
( )

ax or ax
f D

 

          Replace D2 (only even powers of  D) by – a2  in  ( )f D   provided 2( )f a ≠0. 

Note:- 

1.        In this type 2,  we can replace only the following value D2 , D4, D6. .,.... etc. 

 i.e Even powers of  D can only be replaced by a number, but not odd D. If 

there are any odd power of D in the denominator make it as even 

power by suitable multiplication of linear factor in denominator and 

numerator, then substitute the even powers of D etc.,  

2.        In case of denominator zero, multiply x in the numerator and 

 differentiate the function f(D) in the denominator with respect to D. 

 Again substitute the values of event powers of D. 
 

 

 

 

 

 

 

 

 



 

 

Problem:01 

Solve  2( 3 2) sin 3 cos 2D D y x x    

Solution:-  

The given DE is 2( 3 2) sin 3 cos 2D D y x x   -----(1) 

It is in symbolic form. 

The complete solution of (1) is given by y=C.F+P.I-----(2) 

To find C.F 

Auxiliary equation is m2+3m+2=0 

m=
2 2(3) (3) 4(1)(2) 4                                    

2(1) 2
b b acm

a

      
  

 
 

m= 3 9 8 3 1
2 2

    
  

m= 3 1 3 1
2 2

or     

m= 1 2or   
2. . x xC F Ae Be    

To Find P.I 

P.I= 2

1 1 1sin 3 cos 2                sin cos [sin( ) ( )]
( ) 23 2

X x x A B A B sin A B
f D D D

         
  

P.I 2

1 1 [sin(3 2 ) sin(3 2 )]
2( 3 2)

x x x x
D D

   
 

 

 

 

 

 



 

 

P.I 2 2
1 1 1 15 sin
2 23 2 3 2

sin x x
D D D D

 
   

 

P.I 1 1 1[ sin 5 sin ]  
2 3 23 3 1

x x
D D

 
   

            2 2 2 2[ CASE-II D (5) 25,   Second D (1) 1]         

P.I 2 2

1 3 23 3 1[ sin 5 sin ]
2 9 529 9 1

D Dx x
D D

 
 

 
 

           

1 3 23 3 1[ sin 5 sin ]
2 754 10
1 3 sin 5 23sin 5 3 sin sin[ ]
2 754 10
1 15cos5 23sin 5 3cos sin[ ]
2 754 10

. . . .

D Dx x

D x x D x x

x x x x

y C F P I

 
 

 
 

 
 
 

 
 

    

 

 

 

 

 

 

 

 

 

 

 



 

 

Problem:-02 

                  

2

2

5

2

2 2

2

2. : ( 4 5) cos
ln :

. . 4 5 0
1,5.

. .
1. . (cos )
4 5

1 1cos
( 4 5) 4 5

(4 6) cos
16 36 2 4
2 3cos

26 6
. . . .

x

x x

x

x

x

x

Solve D D y x e
so
A E m m
m
C F Ae Be

P I x e
D D

x e
D D D D

D xx e
D D

sinx x x e

y C F P I













   

  
 

 

 
 

 
   

 
 

 


 


    
 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

EXERCISE  

1.
3 2 2: ( 2 ) sin .xSolve D D D y x e     

 

 

2 2
2

2

2

1 sin     D (1) 1
1

1 sin   
1 1

1 sin     D 1
2 0

1 1 sin     D 1
2

x
D

x

x x
D

Dx x
D D

    



 

  


  

1 sin     
2 ( 1)
1 cos
2 1

   
cos
2

Dx x

xx

x x












 

 

 

Type 3 

 If 1 1
0 1 0 1( ) ... , ...n n n n

n nf x a x a x a wherea x a x a         is a pure algebraic 

function then ,  P.I. = 
1

0 1

1 1
0 1

1 ( ... )
( )

( ) ( ... ).

n n
n

n n
n

a x a x a
D

D a x a x a






 

  

   
 

 Expand 1( )D   by using Binomial theorem in ascending powers of D and 

then operator on  1
0 1 ...n n

na x a x a   . 

 

 

 

 

 

 

 



Problem:-01 

             

3 2

3 2

2 4

3 2

3 2

3 2
1

3 2

1. : ( 3 6 8) .
ln :

. ., 3 6 8 0
1, 2,4

. .
1. .

( 3 6 8)
1
3 68[1 ( )]

8
1 3 6[1 ( )] ( )
8 8
1 3 6[1 ( )]( )
8 8
1 6[ ( )]
8 8
1 3( )
8 4

. . . .

x x x

Solve D D D y x
so
A E m m m

m
C F Ae Be Ce

P I x
D D D

x
D D D

D D D x

D D D x

x

x

y C F P I





   

   
  

   


  


 



 
 

 
 

  

 

    

 

 

 

 

 



Problem:-02

 

                  

3 2 2

3 2

0 2 3

2
3 2

2
3 2

2
1 2

2 2
2 2

2

2. : ( 6 ) 1.
ln :

. ., 3 6 0
0, 2,3.

. .
1. . ( 1)

( 3 6 )
1 ( 1)

6 [1 ( )]
6

1 [1 ( )] ( 1)
6 6
1 [1 ( ) ( ) ...]( 1)
6 6 6

1 1[ 1
6 3 3

x x x

Solve D D D y x
so
A E m m m

m
C F Ae Be Ce

P I x
D D D

x
D DD

D
D D x

D
D D D D x

D
xx

D





   

  
  

   

 
 

 


 


  


 
    


     

2

3 2

1 ]
18

1 25[ ]
6 18 3
1 25[ ]
6 3 18 6

. . . .

xx
D

x xx

y C F P I

   

   

  

 

 

EXERCISE  
2 4 2

2 2

1. : ( 4) cos
2. : ( 4 3) cos 2 2

Solve D y x x
Solve D D y x x

  

     

 

 

 

Type-IV 



( ) ,axIff x e x    where x is sin ( ) cos ( ) nax or ax or x  then 1 1. .
( ) ( )

ax axP I e X e X
D D a 

 
  

Here 1
( )

X
D a 

 can be evaluate by using any one of the first three types. 

 

Problem:-01 

Find the P.I.of  
2( 4 ) xD D y xe   

   

2

2

2

2

2
1

2

ln :
1. .

4
1 ( Re 1)

( 1) 4( 1)
1
2 3

1
23[1 ( )]

3
2[1 ( )] ( )

3 3
2[1 ( )] ( )

3 3
2[ ( )]

3 3
2( )

3 3

x

x

x

x

x

x

x

x

So

P I xe
D D

e x placeD D
D D

e x
D D

e x
D D

e D D x

e D D x

e x

e x






  
  


 




 


 



 


  


  



 

 

 

Problem:02 



     

2( 4 3) sinxD D y e x  

 

           

2

3

sin
2

2

2

2

ln :
. . 4 3 0

1, 3
. .

1. .
4 3

1 sin ( Re 1)
( 1) 4( 1) 3

1 sin
2

1 sin
2 1
2 1 (sin )
4 1

[2cos sin ]
5

. . . .

x x

x x

x

x

x

x

x

So
A E m m
m
C F Ae Be

P I e
D D

e x placeD D
D D

e x
D D

e x
D
De x
D

e x x

y C F P I

 











  
  

 


 

  
   











 


  



 

 

EXERCISE 
2 2 2: ( 4 13) cos3 ( 9)xSolve D D y e x x x       

 

 

 

 

 

 

 

 

 



Type – V 

             To find P.I. when f(x)= sin ( ) cos .n nx ax or x ax  

             P.I.= 

1 sin ( ) cos
( )

1, (cos sin )
( )

1 1
( ) ( )
1 1sin . .
( ) ( )

1 1cos . .
( ) ( )

n n

n

n iax iax n

n iax n

n iax n

x ax or x ax
f D

now x ax i ax
f D

x e e x
f D f D ia

x ax I P ofe x
f D f D ia

x ax R P ofe x
f D f D ia



 


 





 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Problem:-01 

Solve: 2( 2 1) sin .D D y x x    

                      

2

2

2

2

2

2
1

2

ln :
. . 2 1 0

1,1
. . ( )

1. . sin
2 1

1. .
( ) 2( ) 1

1. .
2(1 ) 2

1. .
2(1 )2 [1 ( )]
2

2(1 ). . [1 ( )]
2 2

2(1 ). . [1 (
2 2

x

ix

ix

ix

ix

ix

So
A E m m
m
C F e Ax B

P I x x
D D

I P ofe x
D i D i

I P ofe x
D i D i

I P ofe x
D i Di

i
i D i DI P ofe x

i
i D i DI P ofe

i



  


 


 


   


  


 

 

 
 

 
  )]

. . [ 1]
2

. . (cos sin ) [ 1]
2

1 1 sin( cos ) (cos )
2 2 2

. . . .

ix

x

iI P ofe x i

iI P of x x x i

xx x x

y C F P I

  

   

  

  

 

EXERCISE 
2( 1) sin 3 cos .D y x x x    

 

 

 

LINEAR DIFFERENTIAL EQUATIONS WITH VARIABLE COEFFICIENTS 

[CAUCHY’S HOMOENEOUS EQUATION] 



 Any equation of the form,  
1 2

1 2
1 21 2 ... ( ), (1)

n n n
n n n

nn n n
d y d y d yx a x a x a y f x
dx dx dx

 
 

       

 where a1,a2,….,an are constants and f(x) is a function of x is called a linear DE 

with variable coefficients. Equation(1) can be reduce to a linear DE with 

constant coefficients by putting the substitution.                 

2
2

2

3
3

3

( ) log
,

' (2), '( ' 1) (3)

'( ' 1)( ' 2) (4)

zx e or z x
put

dy d yx D y x D D y
dx dx
d yx D D D y
dx

 

    

   

 

 Sub equation 2,3,4 …in equation (1), we get a DE with constant 

coefficients and can be solved  by any one of the known methods. 

 

Problem:-01 

 Reduce the equation 2 2( 1) logx D xD y x     in to an ordinary differential 

equation with constant co- efficient. 

 

 

 

 

 

 

 

 

 

Solution: 



            

2 2

2 2

2

( 1) log
, ( ) log

'; '( ' 1) , '

( '( ' 1) ' 1)
( 1)

z

x D xD y x
take x e or x z

dxD D x D D D where D
dz

D D D y z
D y z

  

 

   

   

 

 

 which is the required ordinary differential equation with constant co 

efficient. 

 

Problem:-02 

 Transform the equation 2 '' 'x y xy x     into a linear differential equation 

with constant co-efficient. 

Solution:- 

               

2 2

2 2

2

( )
, ( ) log

'; '( ' 1) , '

( '( ' 1) ')
( )

z

z

z

x D xD y x
take x e or x z

dxD D x D D D where D
dz

D D D y e
D y e

 

 

   

  



  

Which is the required linear Which is the required differential equation with 

constant co-efficient. 

 

 

 

 

 

 

Problem:-03 

Solve: 2 2( 4 2) 0x D xD y    



2 2

2

2

ln :
, , log

', '( ' 1), '

[ '( ' 1) 4 ' 2] 0
( ' 3 ' 2) 0

. . 3 2 0
1, 2

, log .

z

z z

So
put x e z x

dxD D x D D D D
dz

D D D y
D D y

A E m m
m
y Ae Be z x 

 

   

   

  

  
  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Problem:-04 

Solve: 2 2 2( 2) logx D xD y x x    



2 2

2

2 2

2

(1 3) (1 3)

2
2

2
2

2
2

2
2

ln :
, , log

', '( ' 1), '

[ '( ' 1) ' 2]
( ' 2 ' 2)

. . 2 2 0

1 3

. .
1. .

' 2 ' 2
1

( ' 2) 2( ' 2) 2
1

' 2 ' 2
1
' 2 '2[1 (

2

z

z

z

z z

z

z

z

z

So
put x e z x

dxD D x D D D D
dz

D D D y e z
D D y e z

A E m m

m

C F Ae Be

P I ze
D D

e z
D D

e z
D D

e
D D

 

 

   

   

  

  

 

 


 


   


 




 

2 2
1

2 2

2

2

)]

' 2 '[1 ( )]
2 2

' 2 '[1 ( )]
2 2

[ 1]
2

[log 1]
2

.

z

z

z

z

C P

z

e D D z

e D D z

e z

e x

y y y


  


  

  

  

  

 

 

 

 

 

 

Problem:05 

Solve: 2 2 2( 3 5) sin(log )x D xD y x x    



2 2

2

2 2

2

2

2
2

2
2

2
2

2

ln :
, , log

', '( ' 1), '

[ '( ' 1) 3 ' 5] sin
( ' 4 ' 5) sin

. . 4 5 0
2

. . [ cos ]
1. . sin

' 4 ' 5
1 sin

( ' 2) 4( ' 2) 5
1 sin
' 1
1

1

z

z

z

z

z

z

z

z

So
put x e z x

dxD D x D D D D
dz

D D D y e z
D D y e z

A E m m
m i
C F e A z Bsinz

P I e z
D D

e z
D D

e z
D

e

 

   

   

  

  
 

 


 


   





 

2

2

sin
1

sin
2 '

( cos ) log
2

.

z

z

C P

z

ze z
D

ze z wherez x

y y y



  

  

 

EXERCISE 

1. Solve: 2 2 2log( 1) ( ) .xx D xD y
x

    

2. Solve: 2 2 2( 3 4) cos (log ).x D xD y x x x    

Exercise  

Solve the following DE's 

1.  (ey+1)cos x dx+ey sin x dy=0 Ans. sin x (ey+1)=c 

2.   y'=exey     Ans. e-y+ex+c=0  

3. y'=1+x+y+xy  Ans.log(1+y)=x+x2/2+c 

 

EXERCISE 



Solve the following DE's 

1. sin 2 cot .dy x y x
dx

 

 
2. 3 2 2(1 ) 3 sin .dyx x y x

dx
    

 

 

 

3.               Ans. y=x-1+ce xdy y x
dx

 

 
4. 2 22               Ans. =ydx x xy c

dy y y
  
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Series Solution and Special Functions  

INTRODUCTION  

Generally the solutions of ordinary differential equations are obtainable in explicit form called a 
closed form of the solution. However, many differential equations arising in physical problems are 
linear but have variable coefficients and do not permit a general solution in terms of known functions. 
For such equations, it is easier to find a solution in the form of an infinite convergent series called 
power series solution. The series solution of certain differential equations give rise to special functions 
such as Bessel’s functions, Legendre’s polynomials, Lagurre’s polynomial, Hermite’s polynomial, 
Chebyshev polynomials. Strum-Liovelle problem based on orthogonality of functions is also included 
which shows that Bessel’s, Legendre’s and other equations can be determined from a common point 
of view.     

POWER SERIES SOLUTION OF DIFFERENTIAL EQUATIONS  

Consider the differential equation    

                                        … (1)  

where  are polynomials in .  

If , then  is called an ordinary point of (1), otherwise a singular point. Ordinary 
point is also called a regular point of the equation.  

A singular point   of (1) is called regular singular point if, (1) can be put in the form  

                                                   … (2)  

provided   and  both possess derivatives of all orders in the neighborhood of .  

A singular point which is not regular is called an irregular singular point.   

Note: The power series method sometimes fails to yield a solution  

 e.g.        …(3)  

 dividing by throughout,       …(4)  

Here neither of the terms  is defined at , so we cannot find a 
power series representation for  or  that converges in an open interval containing  

. 

Theorem I: If  is an ordinary point of the differential equation (1), i.e. , then 
series solution of (1) can be found as:  

        … (5)  

Calculate the derivatives  from (5), and substitute the values of y and its derivatives in 
differential equation (1).  
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The values of the constants  are obtained by equating to zero the coefficients of 
various powers of . 

Putting the values of these constants in the solution (5), the desired power series solution of (1) is 
obtained with  as its arbitrary constants.  

Theorem II: When  is a regular singularity of (1) at least one of the solutions can be expressed 
as,  
     …(6)  

Theorem III:  

The series (5) and (6) are convergent at every point within the circle of convergence at . A solution 
in series will be valid only if the series is convergent. 

Example 1:   Solve in series the equation  . 

Solution: Given differential equation is   

              … (1)  

 

Here , so , i.e.   is the ordinary point of the differential equation (1). 

Let the solution of differential equation (1) be  

                      … (2)  

To find an 

Differentiating (2) w.r.t. , 

                                 … (3)  

Again differentiating w.r.t   

                                        … (4)  

Substitute values of y from (2) and its derivative from (4) in the differential equation (1), we get  

 

 

 

+0x+0x2+0x3+0x4+0x5+....... 

Equating each of the coefficients to zero, we obtain the identities,     

,   ,    

which further gives        
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Generalizing the results,                                                        … (5)  

Putting   in (5), we get  

   

  

  

Using the values of the constants in (2), the general solution of differential equation (1) becomes  

 .   

Example 2:  

ASSIGNMENT  
 
Solve the following differential equations in series  

1. 

2. 

3. 

4. 

5. 

ANSWERS  

1.  

2. 

3. 

4. 

5. 

 

 

 
FROBENIUS METHOD  
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This method is named after a German mathematician F.G. Frobenius (1849 – 1917) who is known for 

his contributions to the theory of matrices and groups. This method is employed to find the power 

series solution of the differential equation   

                                        … (1)  

when  is the regular singularity. 

Working Procedure  

(i) Let               … (2)  

be the solution of the differential equation (1), where m is some real or complex number.   

(ii) Substitute in (1) the values of    obtained by differentiating (2).  

(iii) Find the indicial equation (a quadratic equation) by equating to zero the coefficient of the 

lowest degree term in x.    

(iv) Find the values of   in terms of   by equating to zero the coefficients of 
other powers of x.  

(v) Find the roots (say) of the indicial equation. The complete solution depends on the 
nature of roots of the indicial equation.  

Case I: Roots are distinct and do not differ by an integer  

In this case, the differential equation (1) has two linearly independent solutions of the following 

forms:  

 

The complete solution of the differential equation is given by  

.  

Example 3: Solve  

Solution:  Given                                                             … (1)  

 

P0(x)=4x, P0(0)=0, 

Here   is a singular point, 

Let its solution be    
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               … (2)  

To find an 

From equation (2)  

  

                                                               +                      … (3)  

 

            … (4)  

Putting the above values in equation (1), we get  

 

          +  

……(5) 
Equating the coefficients of   equal to zero  

 
 

Because     

      

i.e.    

   The solution of the indicial equation is    and   .  
Here, the roots are real, distinct and do not differ by an integer.  

 Its solution is                           … (6)  
On equating coefficients of  , we get  

 or    
 

                         … (7)  

On equating coefficients of +1 , we get  

 

Likewise,   
  or   

 

                     … (8)  

On equating coefficients of +2 , we get  
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   and so on.       … (9)  

Thus, for  , in (2), we get   

 

 

      … (10)  

Likewise for , in (2), we get  

  

   … (11)  

Hence, on substituting the values of  and in equation (3), we get solution as:  

.        

Example 4: Find the series solution of the equation   

 
OR  

Solve the equation     in power series.  

Solution:  Given                                             … (1)  

Let its solution be       

         … (2)  

So that  

                 … (3)  
And        

            … (4)  

On substituting the values of        in the given equation, we get  
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i.e.   

 

  =0   …(5)  

On equating the coefficients of lowest power of  (i.e. )  equal to zero on  both sides,  
                      … (6)  

   

      Either        or    .          
y=c1y1+c2y2      
Now equating the coefficients of   equal to zero,  

Which implies either    or   ,  but 

,  
                          … (7)  

On comparing the coefficients of  ,   

   

  .                                                             … (8)  
Likewise, on comparing the coefficients of ,   

   
    
     (since   )                                  … (9)  

Further, coefficients of ,  

   
   

   

         and so on …                       … (10)  

Now for  ,              from   (8)                    … (11)  

                        from   (10)                  … (12)  
……  ……  ……  ……  …… 

 For   ,                                    … (13)  

                 … (14)  

 ……  ……  ……  ……  ……  
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Thus       

Hence    

Case II: Roots are equal, i.e. .  

In this case, one of the linearly independent solutions  is obtained by substituting  and 
the second solution is obtained as   

.  

Thus the complete solution is given by   

. 

 Example 5: Solve .  

Solution:   Given    … (1) 

Let its solution be 

                      … (2)  

               … (3)  

 

                                  … (4)  

Putting the above values in equation (1), we have  

 

   

                         … (5)  

Equating the coefficients of   to zero,  

 
   Either     or    
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But .  

. 

Now equate the coefficients of   on both sides,  

      

     

 .                                     … (6)  

Next equate the coefficients of   on both sides,  

  

      or        

    and so on.                                        ... (7)  

Putting the values of  , , ….in the assumed series solution (2),  

     … (8)  

Differentiating (8) partially with respect to  

 

 

 

 
  … (9)                          

Now  

                     … (10)  

         … (11)  

Therefore, the complete solution is  
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.  

Case III: Roots are distinct and differ by an integer.  

In this case, assume that  . If some of the coefficient of y series becomes infinite when  
, we modify the form of y replacing  by . Then the complete solution is given 

by  

 

Example 5: Solve the equation    

Solution:   Given                                                 … (1)  

Let its solution be                            … (2)  

             … (3)  

and    

                … (4)  

On substituting these values of   in the given differential equation,   

  
                                                                       … (5)  

On equating the coefficients of lowest power of  (i.e. ) on both sides,   

              or                    

 Either           or     

But as    

 

Likewise, equate the coefficients of , ,  equal to zero, and find out the values  of 

unknowns , ,  etc.  

For the coefficients of ,  

                                                                            … (6)  
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For the coefficient of   ,  

 

   

                                                           … (7)  

Similarly,  

                          … (8)  

     … (9)  

Now,  and  

  

Hence the complete solution,   .  

ASSIGNMENT  
 

Use Frobenius method to solve the following differential 
equations:  

1. 

2. 

3. 

4. 

5. 

6. 

7.  

ANSWERS  

1.  

 

2.  
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3.  

 
4.  

 
5. 6. 

7.  

 

BESSEL’S EQUATION  

In applied mathematics, many physical problems involving vibrations or heat conduction in 

cylindrical regions give rise the differential equation  

                                              … (1)  

which is known as the Bessel’s differential equation of order n. The particular solutions of this 

differential equation are called Bessel’s functions of order n. 

Let    

  

 
 

Putting these in the given differential equation, we get  

[  

Equating to zero, the coefficient of lowest degree term in , i.e.  

,    

  Indicial equation      

   
Now coefficients of :  

   is fixed            
Coefficient of :   

 
 

    
Similarly,    
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,                 as    
 So              

 So                     … (2)  
Case 1: For        as        

 

 

 
So, the solution is     

 

 

 Case 2: For  non integral and equal to  replace  in equation (2) by   

 We get    

 

i.e.                                             … (3)  

Similarly by putting , we get the other solution  

 
The resulting solution is  

   
&   as defined as above.  

Case 3: If  is integral  

 Let       

Putting these in  

  
  

 Now  is a solution of   
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We get,  

 

            (divide by  )   

Integrating     
  ′                       Where  is constant of integration.  

   

Integrating    

So the solution of  in this case  

 

where       is the Bessel’s function of the second kind and  is Bessel’s 
function of first kind.  

RECURRENCE FORMULAE FOR  

The following relations are the recurrence formulae for Bessel’s functions and are very useful in the 

solution of Boundary value problems and in establishing various properties of Bessel’s functions:  

1. 

2.  

3.  

4. 

5. 

6. 

 

EXPANSION FOR    AND  

We know that        

Taking in above Bessel’s function, we get  
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and        
 

VALUE OF   
 

In Bessel’s functions, the function     is the simplest one, as it can be expressed in finite form.  
Taking  in the value of , we get  

  

 

 

Now multiplying the series by   and outside by  , we get  

  

Similarly, taking  in the value of , we get  

 
 

GENERATING FUNCTION FOR   

To prove that .  

We have   

 
The coefficient of in this product is  

 
As all the integral powers of t, both positive and negative occurs, we have  

 
 

 
 

Thus the coefficients of different powers of t in the expansion of  give Bessel’s functions of various 

orders. Hence it is known as the generating function of Bessel’s functions.  
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Example 6: Evaluate    

Solution: We know that   

 

For  

 

 

 So,     

dx dy 

 

 

 

 

 

 Now take   

   

Further, if    
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Example 7: Show that   

Solution:  We know  

 

        for  

                             (1)  

For  

                 (2)  

 For  

                            (3)  

Substituting  from (3) in (2), we get  

 

                                                  (4)  

 Now substituting for  and  in (1), we will have  

 

 

Example 8: Show that   
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Solution:(i)  We know   

              and          

   

Hence      

(ii) We know   

 

  For  

 

 

(iii) We know    

,               

 ,            

 

   for   

      (1)  

                         (2)  

          from (1) and (2), we will have   

 

 

Example 9:Prove that  
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,              

 

 

 

Solutions:(i)   We know that           

  

For , we will have   

 

 

(ii) We know  

 

For  , it will give  

 

(iii) To prove    

 Let     or          

    

Differentiating with respect to ′′, we get  

 

,  

,  

,  

 

(iv) To prove  

(v)  

 

We know   
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Taking    

 .  

Example 10: Show by the use of recurrence formula, that  

 

 

Solutions: (i)   We know   

 

 for  

 

Differentiating with respect to ′′, we will have  

 
′′ ′  

 But     

   for  

 

   

 

(ii)  We know   

 

   

Differentiating with respect to ′′, we get  
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 But   ′  and also   

 

For  

   

 

Example 11:Show that  

 

 

Solution:(i)  

We know    

 for    

 

Differentiating with respect to , we get  

 

                                                    (1)  

   for  

 

Differentiating again, it will give  

 

From (1), for  
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(ii)  We know   

              (1)  

Differentiating with respect to  , we get  

                (2)  

 From (1)           

 and    

   From (2),  we get  

 

Example 12:  Prove that  

 

 

LHS  Solutions:(i)   

But        

   

and    

      LHS  

  = RHS  

Hence the result  

 (ii) LHS  
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     But     

 and      

  

      LHS   

 

 = RHS  

Example 13:  Prove that   

 

 

 

Solution:(i)   We know  

   

(ii) Let     ,    ,              

 

(iii)  

 

Integrating the order of integration, we get  
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Example 14:  Starting with series with generating functions, prove that  

 and    

                                                                              (1)  

Solutions:  We know   

Differentiating both sides with respect to , we get  

 

 

Equating the coefficients of , we will have  

 

                                                   (2)  

Now differentiating with respect to , we get  

 

Equating the coefficients of , we will have  

 

                            (3)  

From (2), substituting    in (3), we get  

 

  

 

 

Example 15: Establish the Jacobi series   

 

Solutions:  We know    

             (1)  

 Now, let           and    

 To get            and         
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 and thus                and         

  From  (1)  

 

 

 

 

Equating the real and imaginary parts, we get  

 

 and      

   by   , we get  Replacing   

 

and       

Example 16: Prove that   

(i)  
(ii)  
(iii)  

 
Solution:   
We know  

 
 and      

 
 

 
 
 
 
 

On taking   , we will have   
 

(i) 

 

 (iii) Taking , we get   
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ASSIGNMENT  
 

1. Compute   and  correct to three decimal places.  
2. Express   in terms of   and   .  

3. Prove that  

.  

4. Prove that .  
5. Prove that  

.  

6. Show that   

a)  being an integer.  

b)  
c) . 

 

ANSWERS   

1. 

2.  

 

EQUATIONS REDUCIBLE TO BESSEL’S EQUATION   

In differential calculus, we come across such differential equations which can be easily reduced to  

Bessel’s equation and thus can be solved by the means of Bessel’s functions. The following are some 

examples of such differential equations:  

1. Reduce the differential equation  to the Bessel’s Equation.  

Putting  , so that   and   in the above differential equation, we get   

 , which is the Bessel’s Form of Equation.  
   Its solution is is non-integral. or                        

 is integral.  

Hence solution of the given differential equation is   
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 is non-integral.  
or                         is integral.  

2. Reduce the differential equation  to the Bessel’s Equation.  

Putting  , so that  

and   in the above differential equation, we get   

 

Dividing throughout by   and putting , we get  

 , which is the Bessel’s Form of Equation.  

And its solution is is non-integral.  
or                         is integral.  
Hence solution of the given differential equation is   

 is non-integral.  
or                         is integral.  

3. Reduce the differential equation  to the Bessel’s Equation. Putting        

,  so that  

and         in the above differential 
equation, we get   

 

Multiplying throughout by ,  we get  

 

To reduce this equation to the equation at point 2. above, we set  

.Thus we get the equation as  

  which is similar to equation at point 2.  

Hence its solution is    

 is non-integral. or                

 is integral.  
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ORTHOGONALITY OF BESSEL FUNCTIONS   

Prove that     

.  

Proof: Let  and  are the solutions of the following differential equations  

                                                                  (1)  

                                                                  (2)  

Multiplying equation (1) by   and  equation (2) by  and then on subtracting, we get  

 

                                                                       (3)  

Now, integrating both sides of equation (3) within the limits 0 to 1, we get  

                                  (4)  

Since       and  

   and    

Substituting these values in equation (4), we get  

                             (5)  

Case I:     

Since  , so we have  . Thus equation (5) results in   

 

                                                                               (6)  

Case II:     

In this case RHS of (5) becomes 0/0 form. So to get its value, apply L’Hospital Rule, by taking  as 
constant and  as variable approaching to , we get  

  or         

 

 

        (7) 

  The relations (6) and (7) are known as Orthogonality relations of Bessel functions.  
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FOURIER BESSEL EXPANSION   

If  is a continuous function having finite number of oscillations in the interval , then we 
can write  

 

where   are the positive roots of  . 

To determine the coefficients , multiply both sides of (1) by  and integrating within the 
limits 0 to a, we get  

 

 

The relation (1) is called Fourier Bessel Expansion of f(x).  

BER AND BEI FUNCTIONS   

The differential equation generally encountered in the field of electrical engineering for finding the 
distribution of alternating currents in wires of circular cross section is as follows:  

                 (1)  

which is the special case of first form of differential equation reducible to Bessel equation with  

and , so that (Refer Art 18.9).  

Thus, the general solution of differential equation (1) is given by  

 

Now      

 

                   (2)  

which is complex for x is real.   

The series in the brackets of (2) is defined as  

 

 

and       

 

where ber stands for Bessel real and bei for Bessel imaginary.   
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Thus we have    

Similarly, decomposing  into real and imaginary parts, we obtain another two functions 
known as ker (x) and kei (x).  

Properties of ber and bei functions  

1.  

2.  

Example 17: Solve   

Solution:  

  
Comparing with Bessel’s equation   

 

We find   
   The solution of the given equation is     

 

Example 18: Solve   

Solution:  

  

Comparing with the Bessel’s equation, we find   
   The solution of the given equation is      

 

Example 19: Solve    

Solution:       Let , so that   
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Comparing with  

 

 We get              it implies                   

 i.e.              and          

      The solution of the given equation is                

 

Example 20: Solve    

Solution:  Let              so that  

 

 

 

  

  

Taking        i.e.                                            

  

 

  
Example 21:  Solve       (1)  

 
Solution: Let   ,   so that       
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and                   

 

 

  

  

                                              (2)  

Comparing both     

 

We will have   

,         and     

i.e.     ,         and     

 

Hence the solution of the equation (2) will be   

 

  

Example 22: Solve    (1)  
 

Solution: Let                 or           ,  so that  

 

and                    

  

  

  

Taking               i.e.      ,  we will have  

                                                (2)  

Now let   , so that  
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 ,  

 

Substituting these in (2), we get    

          (3)  

Now for  ,                 

and                   

    Dividing (3) by   and substituting for , we will have   

                                                      (4)  

The solution of   (4) is   

 

 
 

 

 

Example 23: Show that   

(i)   is a solution of the equation    . 

(ii)   is the solution of the equation  

Solution: Let       

 

and               

 

 
 

 

 

 

As     is the Bessel function and is a solution of    

Hence,   satisfy the given equation and therefore is a solution of it.  

Example 24: Show under the transformations    Bessel’s equation becomes   
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;   Hence find the solution of this equation.  

Solution: We know that the Bessel’s equation is  

                                                                   (1)  

 Taking    

 ,  

and         

Substituting these into (1), we get  

 

                                                                (2)  

Hence the Bessel’s equation (1) becomes (2) as desired.  

Now the solution of (1) is    (3)  

   

   

Example 25: By the use of the substitution   so that the solution of the equation    

 
can be written in the form  

.  
Solution: Taking  

 

        

and      

   

 Substituting these in the given equation, we get  
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   It implies        

Its Auxiliary equation is                it implies    

    

 Hence     

Example 26:  Show that   

 

Solution: We know    and             

  

  

 

 

 

                                                             hence proved  

Example 27: If  are the positive roots of , prove that  

 

Solutions:(i)  

Let the Fourier Bessel expression of   

   is     

and integrating with respect to  from  to , we get   

 

 

 Let     it implies     

     It implies     
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 It implies        Hence   

(ii) Let the Fourier-Bessel expansion of  and integrating from  to ,   

      we get     

,        if    it implies     

 

    

    

     

    

 

 

           as          

     

 Hence    

Example 28: Expand     in the interval   in terms of function  where  
are    determined by .  

Solution: Let the Fourier-Bessel expansion of   is  

,  

multiplying both sides by   and integrating from  to ,   we get  
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 Let       so that     

 

   

               (where  

 

 

    

Hence                           

ASSIGNMENT  

Solve the differential equations:  

(i)  
(ii)  

(iii)  
2. If   are the positive roots of , show that   

 
3. Expand  in the interval  in terms of  , where are determined 

by   . 

4. Prove that  

 

 

ANSWERS  
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1.(i)          

 

3. 

 

LEGENDRE’S EQUATION  

Legendre’s equation is one of the important differential equations occurring in applied mathematics, 

particularly in boundary value problems for spheres. It is given as  

                                                     (1) where n is 
given real number. In most applications, n takes integral values.  

The singularities of this equation are . 

Substituting     in (1), we get  

 
Equating to zero the co-efficient lowest powers of x, i.eof , we get  

 
Equating to zero the co-efficient of  and ,  we get  

                                                                                                (2)                
(3)  

When , (2) is satisfied and therefore . Then (3) for  gives   

 

 

. 
Therefore two independent solutions of (1) for  are as follows:  

                                   (4)  

                       (5)  
When  gives that  Therefore (3) gives  

 
Thus for , we get the solution (5) again. Hence the general solution of (1) is given by    

.  
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       Further, it is worth to note that if n is positive even integer, then (4) terminates at the term 
containing  and   becomes a polynomial of degree n. Similarly, if n is positive odd integer, then 

 becomes a polynomial of degree n. Thus, whenever n is a positive integer (even or odd), the  
general solution of (1) always contains a polynomial of degree n and an infinite series.  

     These polynomial solutions, with   and  chosen properly so that the value of the polynomial 
becomes one at , are called Legendre’s Polynomials of degree n and is denoted by . The 
infinite series with    and  chosen properly is called Legendre’s Function of second kind and is 

denoted by . 

RODRIGUE’S FORMULA  

Another presentation of Legendre’s Polynomials is given by  

(1) is known as Rodrigue’s Formula.  

Proof:  Let    , then  
i.e.                                                                                     (2) 

Differentiating (2), n+1 times by Leibnitz’ theorem,  

 
 

or          
which is Legendre’s Equation and  is its solution. Also its finite series solution is . 

                                                                (3)  
Putting  in equation (3) for determining the value of the constant c, we get  

 
 

 
Substituting the value of c in (3), we get eqution (1) which is known as Rodrigue’s formula. 

LEGENDRE’S POLYNOMIALS  

By Rodrigue’s formula we have   

, 
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. 

In general,      where  according as n is  
even or odd.  

This general expression for  in terms of sum of finite number of terms can be derived easily from 

Rodrigue’s formula.  

Example 29: Show that     

Solution:  

 Where              or                

  Replacing   by   , we will get  

 

,    as   

 

Example 30: Express the following in the Legendre Polynomials  

 (i)    (ii)       (iii)  
 

Solution: We know         

 

(i) 

(ii)  

 
 

GENERATING FUCTION FOR  
 

To show that   
Proof: We know that    
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The term in  from the term containing  

 

 
Collecting all terms in  which will occur in the term containing  and the proceeding 
terms, we see that terms in  

 

where  according as n is even or odd.  

Hence (1) can be written as , which is known as generating function 
of Legendre’s  Polynomials.  

RECURRENCE RELATION FOR  

I. . 

Proof:  We have the generating functions  

                                             (1)  
Differentiate partially w.r.t.t, we get  

  

                              (2)  

 

 

Comparing the coefficients of  from both sides, we get  

 

 

II. . 

Proof: Differentiating (1) partially w.r.t x, we obtain  

 

                                                           (3)  

Dividing (2) by (3), we get  
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Comparing the coefficient of  from both sides, we get  

  

III. . 

Proof: From relation I, we have  

 
Differentiating 
w.r.t x, we get  

        (4) Using  
 

Or       

   (5)  
Now eliminating 
the term  
from (4) using 

(5), we get  

 
 

IV. . 

Proof: Rewriting (4) as  

 

 
 

V. . 

Proof: From Relation II, we have  

                                                                     (6)  
Also from relation IV, we have  

                                                                 (7)  
Multiply equation (7) by x and subtracting form equation (6), we get  

 

 

 

ORTHOGONALITY OF LEGENDRE`S POLYNOMIALS   

The Legendre Polynomial  satisfy the following orthogonality property  
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Proof: Both of the cases are discussed as follows:  

Case I:  
Let the Legendre polynomials  satisfy the differential equations  

                                              (1)  

                                                   (2)  

Multiplying (1) by  and (2)  and then subtracting we get  

 
 

 

 
Integrating from -1 to 1 both sides  

 

 
 

Case II:  

We know from generating functions that  

(3)  
Squaring both sides and integrating w.r.t. x from -1 to 1, we get  

                                                               (4)  

Now    

 

 

 

                                                    (5)  

Also  

 

                                         (6)  
Using (5) and (6) in equation (4), we get  

 
Comparing the coefficient of  on both sides we get  

.  

FOURIER LEGENDRE EXPANSION   

If  be a continuous function and having continuous derivatives over the interval [-1, 1], then we 

can write   

                                                                                  (1)  
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To determine the coefficient , multiply both sides by  and integrate form -1 to 1, we get  

 
(Remaining terms vanishes by the orthogonal property)  

 

                                                             (2)  
The series in (1) converges uniformly in interval [-1, 1], and is known as Fourier-Legendre Expansion 
of . 

Example 31: Prove that (i)   and   ! 

Solution: We know    

Differentiating with respect to  , we get  

 

 

 Putting      

 

Equating the coefficients of   and  , we get         

 

Example 32: Prove that   

 

 (ii)  

(iii) 
 

Solution: We know  

 (i) Differentiating with respect to  and equating the coefficients of  , we will get  

                                            (1)  

Now differentiating with respect to   and using the derivative with respect  , we get   

                                                                           (2)  

From (1) & (2), we can derive   
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                                                             (3)  

                                                                      (4)  

From (1) & (4) eliminate    

                                (5)  

,          From (4)  

 
 

(i) Eliminating    from (2) & (4), we get  

 

 

 

 

(ii) (3) (2) gives  

 

Example 33: Using the Rodrigue’s formula, show that   

 

Solution: We know that   

Now differentiating     with respect to   , we get   

   or      or  

Differentiating  times, we get  

 

 But    

 

 

Example 34: Prove that   
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Solution: (i) we know   

    

Integrating both sides  

 

 

 

(ii)   

 

 

 

 

As      will contain terms in    and  both and hence 
when  , the value is zero.  

 

Example 35: Prove that    .  

Solution: We know   

    

 

Example 36: Show that   

 

 

 

Solution: (i) We know   
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(ii) We know  

Changing   

 

and changing  

 

 

 

 

 

 

 

 

 

 

 

Example 37: Expand the following functions in terms of Legendre’s polynomials in the interval  
 

(i)    (ii)  

Solution: (i) We know     

Where   
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(i)  

 

 

 

 

 

 

 

 

ASSIGNMENT  

1. Show that .  

2. Evaluate the following:  

 (i)  

 (ii) . 

3. Express  in terms of polynomial of x.   
4. Use Rodrigues formulae to obtain  and . 

5. Find the value of .  

6. Prove that   

 (i)  

 except when  in which case the value of the integral is 2. 

ANSWERS  

2.(i)          
 (ii) 0  

3. 
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4.  

5.-1/8  

STRUM – LIOUVILLE PROBLEMS  

A differential equation of the form   

                                                            (1) is 
called Strum-Liouville Equation where  is a real number.  

Instead of initial conditions, this equation is usually subjected to the boundary conditions on the 
interval  as  

                                    (2)  

where  are real constants such that either  are not zero and  are not zero.  

The non trivial solutions of the differential equation (1) subjected to the conditions (2) exists only for 

specific values of , which values are termed as Eigen values or Characteristic values of the equation 

(1). And the non trivial solution of (1) corresponding to these Eigen values are termed as Eigen 

functions or Characteristic functions.    

ORTHOGONALITY OF EIGEN FUNCTIONS  

Two functions  and  defined on some interval are said to be orthogonal on this 
interval with respect to the weight function , if   

 
Also the norm  of the function  is defined to be non negative square root of  

. Thus .  
The functions which are orthogonal and having the norm unity are said to be orthonormal functions.  

Theorem: If   and  are two eigen functions of the Strum-Liouville problem 
corresponding to eigen values  and  respectively (where ), then the eigen functions are 
orthogonal w.r.t. the weight function  over the interval . 
Proof: Since distinct eigen values and their corresponding eigen functions are the solutions of the  

Stum Liouville equation (1), so we can write it as  

 

 

Multiplying first equation by  and the second equation by , and then subtracting, we get  
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Now integrating both sides w.r.t.x from a to b, we get  

 

 
The R.H.S. will vanish if the boundary conditions are of one of the followings forms:  

I.  
II.  
III.  

where  are real constants such that either  are not zero and  are not zero. 
Thus in each of the three cases we get  

 

which shows that the eigen functions  and  are orthogonal w.r.t. the weight function  
over the interval . 

Example 38: For Strum-Liouville problem   find the eigen 
functions.  

Solution: For , the general solution of the equation is given by  

 

Using the above mentioned boundary conditions we get  . Hence  is not an eigen 
function.  

Also for , the general solution of the equation is given by  

 

Using , we get                  

Using , we get                  

 

Thus the eigen values are  and taking , we obtain the eigen functions as   

 

 

ASSIGNMENT  
Find the eigen values of each of the following Stum Liouville 
problems and prove their orthogonality:  

  i) ii)

iii)  

1. Show that the eigen values of the boundary value problem 
 satisfies . 
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ANSWERS  

1.(i)         

 
 (iii)  
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UNIT – IV 

 

PARTIAL DIFFERENTIAL EQUATIONS 

 

Definition:-   PDE 

 A partial differential equation (or briefly a PDE) is a mathematical 

equation that involves two or more independent variables  and an unknown 

function of  two or more variables (depend on those variables) and partial 

derivatives of the unknown function with respect to the independent variables.  

 

Applications:- 

 Partial differential equations are used to mathematically formulate, and thus 

aid the solution of, physical and other problems involving functions of several 

variables, such as the propagation of heat or sound, fluid flow, elasticity, 

electrostatics, electrodynamics, etc.  

 

Notations: 

 We use the following notations to denote  partial derivatives 

p =
∂z
∂x

= z୶;  q =
∂z
∂y

= z୷;  r =
∂ଶz
∂xଶ

= z୶୶;  s =
∂ଶz
∂x ∂y

= z୶୷;  t =
∂ଶz
∂yଶ

= z୷୷  

 

Examples:- 

1. பమ୳
ப୶మ

= ப୳
ப୷

 , (u – dependent variable; x, y – independent variables) 

2. ቀப୳
ப୶
ቁ
ଷ

+ ப୳
ப୷

= 0,     (u – dependent variable; x, y – independent variables) 

3. x ப୳
ப୶

+ y ப୳
ப୷

+ ப୳
ப୲

= 0,    (u – dependent variable; x, y and t – independent 

variables) 
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Definition:- ORDER OF PDE 

 derivative involved  in the  given PDE. The order of a partial differential 

equation is the order of the highest 

 

Example:- 

1.ப
మ୳
ப୶మ

= ப୳
ப୷

, is a second order equation in two variables.  

2. ቀப୳
ப୶
ቁ
ଷ

+ ப୳
ப୷

= 0, is a first order equation in two variables 

3. x ப୳
ப୶

+ y ப୳
ப୷

+ ப୳
ப୲

= 0, is a first order equation in three variables. 

 

Definition:-  PARTICULAR  SOLUTION 

 A solution (or a particular solution) to a partial differential equation is a 

function that solves the equation. 

 

 Definition:-  GENERAL  SOLUTION 

  A solution is called general if it contains all particular solutions of the 

PDE equation concerned. 

  

   LINEAR PARTIAL DIFFERENTIAL EQUATION 

 If the dependent variable and its partial derivatives occur in the first 

degree, then we say that the partial differential equation is linear. 

 

Examples:- 

1. பమ୳
ப୶మ

= ப୳
ப୷

 , (Linear PDE) 

2. ቀப୳
ப୶
ቁ
ଷ

+ ப୳
ப୷

= 0,     (NON-Linear PDE,  since degree is three ux) 
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3. x ப୳
ப୶

+ y ப୳
ப୷

+ ப୳
ப୲

= 0,    (Linear PDE) 

 

  Formation of Partial Differential Equations 

 Partial differential equations can be obtained by the elimination of 

arbitrary constants or by the elimination of arbitrary functions. 

 

By the Elimination of Arbitrary Constants 

Let us consider the function 

 φ(x, y, z, a, b) = 0     (1) 

where a & b are arbitrary constants 

Differentiating equation (1) partially w.r.t  x & y, we get 
பφ
ப୶

+ p பφ
ப୸

= 0     (2) 

பφ
ப୷

+ q பφ
ப୸

= 0     (3) 

 

Eliminating a and b from equations (1), (2) and (3), we get a partial      

differential equation of the first order of the form f (x, y, z, p, q)  =  0 

 

Problem:-0 1 

Eliminate the arbitrary constants a & b from z = ax + by + ab  

Solution:-  

Consider z = ax + by + ab  (1)  

Differentiating (1) partially w.r.t  x & y, we get 

 ப୸
ப୶

= a                       i. e. ,    p = a  (2) 

 ப୸
ப୷

= b                       i. e. ,    q = b  (3)  

Using (2) & (3) in (1), we get z =  px + qy + pq  

which is the required partial differential equation. 
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Problem:-0 2 

Form the partial differential equation by eliminating the arbitrary   constants 

a and b from  z =  (xଶ + aଶ) (yଶ + bଶ) 

 Solution:- 

Given    z =  (xଶ + aଶ) (yଶ + bଶ)   (1) 

Differentiating (1) partially w.r.t  x & y, we get   

                       p =  2x (yଶ + bଶ) 

=>p/2x=(yଶ + bଶ)-----(2)  

 q = 2y (xଶ + aଶ) 

=>q/2y=(xଶ + aଶ)-----(3) 

Substituting the values of p and q in (1), we get 4xyz = pq 

which is the required partial differential equation. 

 

Problem:-0 3 

Find the partial differential equation of the family of spheres of radius one 

whose center lie in the xy - plane. 

 Solution:- 

The equation of the sphere is given by 

(x – a)2+ (y - b)2+ z2=1  (1) 

Differentiating (1) partially w.r.t x & y, we get 

     1
n n

nz z z nz p
x z x

  
 

  
 

2(x − a) + 2zp = 0------(2) 

     1
n n

nz z z nz q
y z y

  
 

  
 

2(y − b) + 2zq = 0----(3) 

From these equations we obtain 
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  x − a = −zp   (2)  

  y − b = −zq   (3) 

Using (2) and (3) in (1), we get  

  zଶpଶ + zଶqଶ + zଶ = 1       (or) zଶ(pଶ + qଶ + 1) = 1 

 

Problem:-04 

Eliminate the arbitrary constants a, b & c from ୶
మ

ୟమ
+ ୷మ

ୠమ
+ ୸మ

ୡమ
= 1and form the     

partial differential equation. 

Solution:- 

The given equation is ୶
మ

ୟమ
+ ୷మ

ୠమ
+ ୸మ

ୡమ
= 1   (1) 

Differentiating (1) partially w.r.t x & y, we get 
2x
aଶ +

2zp
cଶ = 0 

2y
bଶ

+
2zq
cଶ

= 0 

Therefore, we get 
୶
ୟమ

+ ୸୮
ୡమ

= 0     (2) 
୷
ୠమ

+ ୸୯
ୡమ

= 0     (3)  

Again differentiating (2) partially w.r.t  x, we get 
ଵ
ୟమ

+ ቀ ଵ
ୡమ
ቁ (zr + pଶ) = 0   (4) 

Multiplying (4) by x, we get 

 ୶
ୟమ

+ ୶୸୰
ୡమ

+ ୮మ୶
ୡమ

= 0 

From (2), we have 

−zp
cଶ

+
xzr
cଶ

+
pଶx
cଶ

= 0 

(or)−zp + xzr + pଶx = 0 
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By the Elimination of Arbitrary Functions 

 Let u and v be any two functions of x, y, z and φ(u, v) = 0, where ߮ is an 

arbitrary function. This relation can be expressed as  

 u = f(v)   (1) 

            Differentiating (1) partially w.r.t  x & y and eliminating the arbitrary 

functions from these relations, we get a partial differential  equation  of the 

first  order  of the form f(x, y, z, p, q ) =  0. 

 

Problem:-05 

Obtain the partial differential equation by eliminating f from 

 z = (x + y) f(xଶ − yଶ) 

Solution:-  

Let us now consider the equation 

z = (x + y) f(xଶ − yଶ)    (1) 

Differentiating (1) partially w.r.t  x & y, we get 

p = (x + y) f '(x2 - y2) . 2x + f (x2 - y2) 

q = (x + y) f ' (x2 - y2) . (-2y) + f (x2 - y2)  

These equations can be written as 

p - f (x2-  y2) = (x + y) f '(x2-  y2).2x  (2) 

q - f (x2-  y2) = (x + y) f '(x2-  y2). (-2y)   (3)  

Hence, we get    ୮ି୤(୶
మି୷మ)

୯ି୤(୶మି୷మ)
= − ୶

୷
 

ie. , py − yf(xଶ − yଶ) = −qx + xf(xଶ − yଶ) 
ie. , py + qx = (x + y) f(xଶ − yଶ)  

Therefore, we have by(1), py + qx =  z  
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Problem:- 06 

 Form the partial differential equation by eliminating the arbitrary 

function f from z = eyf (x + y) 

Solution:- 

Consider   z = ey f (x+y)     (1) 

Differentiating (1) partially w.r.t  x & y, we get  

 p = ey f ' (x +y)(1+0)= ey f ' (x +y)-----(2) 

q = ey f '(x + y)(0+1) + f(x + y). ey ----(3) 

Hence, we have 

(3)-(2)=>q - p= z 

q+p=z 

  

Problem:- 07  

Form the PDE by eliminating f&߮ from z = f (x +ay) + φ (x –ay) 

Solution:-  

Consider z =  f (x +ay) + ߮ (x– ay) (1) 

Differentiating (1) partially w.r.t x & y , we get 

p = f ' (x +ay) (1+0)+ ߮' (x–ay)(1-0)= f ' (x +ay) + ߮' (x–ay) (2)  

q = f ' (x +ay)(0+a) + ߮' (x – ay)(0-a)                   (3) 

Differentiating (2) & (3) again partially w.r.t   x & y, we get 

r = f "(x+ay)(1+0) + ߮" (x –ay)(1+0)= f "(x+ay) + ߮" (x –ay)----(4) 

t = f "(x+ay) (0+a)a+ ߮" (x – ay)(0-a)(-a)= f "(x+ay) a2+ ߮" (x – ay)a2---(5) 

Sub (4) in  (5) 

i.e., t = a2{f "(x + ay) + ߮"(x – y)}   

 (or) t =a2r 

 

EXERCISES 
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1. Form the partial differential equation by eliminating the arbitrary 

constants a & b from the following equations. 

(i)  z = ax +by 

(ii)  
ଶݔ + ଶݕ

ܽଶ
+
ଶݖ

ܾଶ
= 1 

(iii)   z = ax + by + ඥaଶ + bଶ 

(iv)   ax2 + by2 + cz2 =1 

(v)      z = a2x + b2y +ab 

 

2. Find the PDE of the family of spheres of radius 1 having their centers lie on 

the xy plane {Hint: (x – a)2 + (y – b)2 + z2 =1} 

 

3. Find the PDE of all spheres whose center lie on the (i) z axis (ii)x-axis 

Form the partial differential equations by eliminating the arbitrary functions 

in the following cases. 

(i)     z = f (x +y) 

(ii)    z = f (x2–y2) 

(iii)   z = f (x2 + y2+z2) 

(i v)  f(xyz, x + y + z) =0 

(v)    z = x + y +f(xy) 

(vi)   z = xy + f (x2 +y2) 

(v)    z = f ቀ୶୷
୸
ቁ 

(vi)   f (xy + z2, x + y + z) =0 

(vii)  z = f (x + iy) +f (x – iy) (x)  

(xi)   z = f(x3 + 2y) +g(x3–2y) 
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   TYPES OF SOLUTIONS OF PDE 

 

Complete Integral  

 A solution containing as many arbitrary constants as there are 

independent variables is called a complete integral. 

 i.e if the partial differential equations contain only two independent 

variables so that the complete integral will have two constants. 

 

Particular Integral 

 A solution obtained by giving particular values to the arbitrary 

constants  is called a particular integral. 

 

 

Singular Integral 

Let f (x,y,z,p,q) = 0                       (1) 

be the partial differential equation whose complete integral is 

߮ (x,y,z,a,b)= 0                        (2) 

where a and b are arbitrary constants. 

Differentiating (2) partially w.r.t. a and b, we obtain 
பφ
பୟ

= 0       (3) 

   and     பφ
பୠ

= 0   (4) 

 The elimination of a and b from the equations (2), (3) and (4), when it 

exists, is called the singular integral of (1). 

 

General Integral 

In the complete integral (2), put b = F(a), we get 
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߮(x,y,z,a,F(a))=0      (5) 

Differentiating (2), partially w.r.t. a, we get 
பφ
பୟ

+ பφ
பୠ

F′(a) = 0      (6) 

The eliminate of a between (5) and (6), if it exists, is called the general 

integral of (1). 

  

    SOLUTION OF FIRST ORDER PDE 

 The first order partial differential equation can be written as 

f(x, y, z, p, q)  =  0,   where p = ப୸
ப୶

 and q = ப୸
ப୷

.  

TYPE - I 

  f (p,q) = 0. i.e., equations containing p and q only.  

 Suppose that z = ax + by +c is a solution of the equation f(p,q) = 0, 

where f (a,b)= 0. 

Solving this for b, we get b = F (a). 

Hence the complete integral is z = ax + F(a)y+ c                  (1) 

Now, the singular integral is obtained by eliminating a & c between 

z = ax + y F(a) + c 0 = x + y F'(a) 

0 = 1. 

The last equation being absurd, the singular integral does not exist in this 

case. 

To obtain the general integral, let us take c = φ(a). 

Then, z = ax + F(a) y +φ(a)(2) 

Differentiating (2) partially w.r.t. a, we get 

0 = x + F'(a). y+φ'(a)(3) 

The eliminate of a between (2) and (3), we get the general integral 
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Problem:-0 8 

Solve pq =  2 

Solution:-  

 The given PDE is pq −  2 = 0 

 The given equation is of the form f (p,q) = 0  

 The solution is z = ax + by +c, where ab =  2. 

To find complete integral 

Solving, b = ଶ
ୟ
 

 The complete integral is z = ax + ଶ
ୟ

y + c  (1) 

To find singular integral 

Differentiating (1) partially w.r.t c, we get  0 = 1,which is absurd. 

Hence, there is no singular integral. 

To find the general integral,  

put c = φ(a)in (1), we get     z = ax + ଶ
ୟ

y + φ(a) 

Differentiating partially w.r.t a, we get 

0 = x −
2
aଶ

y + φ′(a) 

Eliminating a between these equations gives the general integral. 

 

Problem :-09 

Solve pq + p + q =  0 

Solution:- 

The given equation is of the form f(p, q) = 0. 

The solution is ݖ = ax + by + c, where ܽb + a + b = 0. 

To find complete integral 

Solving, we get b = − ୟ
ଵାୟ

 

Hence the complete Integral is   z = ax − ୟ
ଵାୟ

y + c   (1) 
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To find the singular integral 

Differentiating (1) partially w.r.t. c, we get 0 = 1. 

The above equation being absurd, there is no singular integral for the given 

partial differential equation. 

To find the general integral 

Put ܿ = ߮(ܽ) in (1), we have 

z = ax − ୟ
ଵାୟ

y +  φ(a)   (2) 

Differentiating (2) partially w.r.t a, we get 

0 = x − [ୟ(଴ାଵ)ି(ଵାୟ).ଵ
(ଵାୟ)మ ] +  φ′(a)  

0 = x − ିଵ
(ଵାୟ)మ

+  φ′(a)  (3)  

Eliminating a between (2) and (3) gives the general integral. 

 

Problem:-10 

Solvepଶ + qଶ = npq 

Solution:-  

The given PDE is pଶ + qଶ − npq=0   ---(1) 

It is of the form f(p,q)=0 

The solution of this equation is z = ax + by + c, where aଶ + bଶ = nab. 

To find complete integral  

bଶ − nab + aଶ =0 

Solving, we get 

b = aቆ
n ± √nଶ − 4

2
ቇ 

 

Hence the complete integral is    z = ax +  a ൬୬±√୬మିସ
ଶ

൰ y + c  (1) 
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To find singular integral 

Differentiating (1) partially w.r.t c, we get 0 = 1, which is absurd.  

Therefore, there is no singular integral for the given equation. 

To find the general Integral, 

Put c = φ(a), we get 

z = ax +  a ൬୬±√୬మିସ
ଶ

൰ y + φ(a), 

Differentiating partially w.r.t a, we have  0 = x +  ൬୬±√୬మିସ
ଶ

൰y + φ′(a) 

The eliminate of a between these equations gives the general integral. 

 

TYPE - II  

 Equations of the form f(x, p, q) =  0, Or  f(y, p, q)  =  0 and   f(z, p, q) =

0.  

i.e, one of the variables ݕ,ݔ,  .occurs explicitly ݖ

(i) Let us consider the equation ܠ)܎, (ܙ,ܘ  = ૙. 

Since z is a function of x and y, we have 

dz =
∂z
∂x

dx +
∂z
∂y

dy 

 dz = pdx + qdy----(1) gives the solution of given equation. 

Substitute q = a, the given equation takes the form f(x, p, a ) =  0 

Solving, we get p = φ(x, a). 

Substitute the value of p,q in (1), we get 

dz =  φ(x, a)dx + ady. 

Integrating, 

z = ∫φ(x, a)dx + ay + b  

which is a complete Integral. 

The singular and general integrals are found in the usual way. 
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(ii) Let us consider the equation (ܙ,ܘ,ܡ)܎ = ૙. 

Substitute p = a in given equation, the equation becomes f(y, a, q) = 0 

Solving, we get q = φ(y, a). 

Substitute the value of p,q in (1), we get 

dz = adx + φ(y, a)dy. 

Integrating on both sides, 

z = ax + ∫φ (y, a) dy + b,  

which is a complete Integral. 

The singular and general integrals are found in the usual way. 

(iii) Let us consider the equation ܘ,ܢ)܎, (ܙ = ૙. 

Substitute q = ap. in given equation, the equation becomes f(z, p, ap) = 0 

Solving, we get p = φ(z, a).  

Substitute p,q in (1) , we get 

 dz = φ(z, a)dx + a φ(z, a)dy 

i. e. ,
dz

φ(z, a) = dx + ady 

Integrating, 

∫ ୢ୸
φ(୸,ୟ) = x + ay + b     . 

Which is complete integral. 

The singular and general integrals are found in the usual way. 

 

Problem:- 11 

Find the complete integral of q = xp + pଶ 

Solution:- 

Given q = xp + pଶ    -----(1) 

This is of the form ݂(ݍ,݌,ݔ) = 0. 
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The complete solution is given by dz = pdx+qdy-----(2) 

Put q = a in (1), we get 

(1) =>a = xp + pଶ 

i.e., pଶ + xp − a = 0 

 p = ି୶±ඥ(୶మାସୟ)
ଶ

 

Substitute p, q in (2), we get 

dz=ି୶±ඥ(୶మାସୟ)
ଶ

dx+ady 

Integrating on both sides, we get 

∫ d z = ∫ቌ− ୶
ଶ

±
ට൫୶మାଶమ(√ୟ)మ൯

ଶ
ቍ dx + a∫ d y + C  

We  know that    22
2

2222

22
bxxInabxxdxbx  

z = − ୶మ

ସ
± ଵ

ଶ
ቀ୶
ଶ
√4a + xଶ + ସୟ

ଶ
 ln |x + √4a + xଶ|ቁ + ay + C. 

Which is the complete integral. 

Note 

Singular Integral 

Differentiate complete integral p.w.r.t C, we get  0=1, there is no singular 

integral. 

General Solution 

Let C= )(a , substitute in complete integral  

z = − ୶మ

ସ
± ଵ

ଶ
ቀ୶
ଶ
√4a + xଶ + ସୟ

ଶ
 ln |x + √4a + xଶ|ቁ + ay + ∅(a).  

Differentiate the above p.w.r.t 'a', and eliminate 'a' between the equation, we 

get the general integral. 
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Problem:- 12  

Solve q = pଶy 

Solution:- 

Given q=p2y----(1) 

This is of the form f(y, p, q) = 0 

The complete solution is given by ݀z = pdx + qdy----(2) 

put  p = a. in (1) 

Therefore, the given equation becomes q = aଶy. 

Substitute p,q in (2), we get 

 dz = adx + aଶy dy  

Integrating  on both sides, we get  

න d z = aනd x + aଶන ydy + C 

 

z=ax+a2y2/2+C 

Which is the complete solution. 

Note 

Singular Integral 

Differentiate complete integral p.w.r.t C, we get  0=1, there is no singular 

integral. 

General Solution 

Let C= )(a , substitute in complete integral  

z=ax+a2y2/2+∅(a).  

Differentiate the above p.w.r.t a,  

0=x+ay2+∅′(a) 

Eliminate 'a' between the equation, we get the general integral. 

 



17 | P a g e  
 

Problem:- 13 

Solve 9(pଶz + qଶ) = 4 

Solution:- 

Given 9(pଶz + qଶ) = 4----(1) 

This is of the form f(z, p, q) = 0 

The complete solution is given by dz=pdx+qdy----(2) 

put q = ap, the given equation becomes  

9(p2z + a2p2) = 4   

p2(z+a2)=4/9 

p2=4/9(z+a2) 

Therefore,  p = ± ଶ
ଷ√୸ାୟమ

  

and   q = ± ଶୟ
ଷ√୸ାୟమ

  

Substitute p,q in (2), we get 

dz = ±
2

3√z + aଶ
dx ±

2a
3√z + aଶ

dy 

Multiplying both sides by √z + aଶ, we get  

√z + aଶdz = ± ଶ
ଷ

dx ± ଶ
ଷ

a dy,  

Integrate on both sides, we get 

We know that  





)1(
)()(

1

na
baxdxbax

n
n   

(z + aଶ)య/మ

3/2
= ±

2
3

x ±
2
3

ay + C 

(z + a2)3/2 = x + ay +3C/2. 

Note 

Singular Integral 

Differentiate complete integral p.w.r.t C, we get  0=3/2, there is no singular 
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integral. 

General Solution 

Let C= )(a , substitute in complete integral  

(z + a2)3/2 = x + ay +(3/2)∅(a).  

Differentiate the above p.w.r.t a,  and eliminate 'a' between the equation, we 

get the general integral. 

 

TYPE - III  

fଵ(x, p) = fଶ(y, q).  

i.e., equations in which ‘z’ is absent and the variables are separable. 

Let us assume as a trivial solution that 

f(x, p) = g(y, q) = a (say). 

Solving for p and q, we get  

p = F(x, a) and q = G(y, a). 

But dz = ப୸
ப୶

dx + ப୸
ப୷

dy  

Hence dz = pdx + qdy 

dz = F(x, a)dx + G(y, a) dy 

Therefore, z = ∫F(x,a) dx + ∫G(y,a) dy + b,  

which is the complete integral of the given equation containing two constants 

a and b.  

The singular and general integrals are found in the usual way. 
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Problem:-14 

Find the complete integral of  pq = xy 

Solution:- 

Given pq=xy 

The given equation can be written as  
p
x

=
y
q

 

It is of the form f(x,p)=g(y,q) 

The complete solution is given by dz=pdx+qdy----(2) 
୮
୶

= ୷
୯

=a    (say) 

Therefore,  ୮
୶

= a   ⇒    p = ax 

and   ୷
୯

= a   ⇒    q = ୷
ୟ
 

Substitute p,q value in (2), we get  

dz = ax dx + ୷
ୟ

dy,  

which on integration gives   

z =
axଶ

2
+

yଶ

2a
+ C 

 

Problem:- 15 

Find the complete integral of  p2 + q2 = x2 + y2 

Solution:- 

Given p2 + q2 = x2 + y2----(1) 

The given equation can be written as p2– x2 = y2– q2  

It is of the form f(x,p)=g(y,q) 

The complete solution is given by dz=pdx+qdy----(2) 

p2– x2 = y2– q2 = a2 (say)   
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p2– x2= a2  implies  p = ±√aଶ + xଶ 

y2– q2= a2  implies         q = ±ඥyଶ − aଶ 

Substitute p,q in (2), we get 

dz = ±√aଶ + xଶdx ±ඥyଶ − aଶdy 

Integrating, we get  

z = ± ቆ
x
2
ඥxଶ + aଶ +

aଶ

2
sin hିଵ ቀ

x
a
ቁቇ ± ቆ

y
2
ඥyଶ − aଶ −

aଶ

2
cos hିଵ ቀ

y
a
ቁቇ+ C 

 

TYPE - IV (Clairaut’s form) 

Equation of the type z = px + qy + f (p, q) → (1)is known as Clairaut’s form. 

Differentiating (1) partially w.r.t x and y, we get 

 p = a    and      q = b. 

Therefore, the complete integral is given by 

z = ax + by + f(a, b). 

 

Problem:- 16 

Solve z = px + qy + pq 

Solution:- 

Given z = px + qy + pq----(1) 

The given equation is in Clairaut’s form z=px+qy+f(p,q) 

Putting p = a and q = b in (1), we have 

z = ax +  by + ab     (2) 

which is the complete integral. 

To find the singular integral 

Differentiating (2) partially w.r.t a and b, we  get  

0 =  x + b; 
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 0 =  y + a 

Therefore, we have  

a = −y  

and b = −x. 

Substituting the values of a & b in (2), we get  

z = −xy − xy + xy 

or z + xy = 0,  

which is the singular integral. 

To get the general integral,  

put b = φ(a) in (1). 

Then z = ax + φ(a)y + a φ(a)     (3) 

Differentiating (3) partially w.r.t a, we have 

0 = x + φ′(a)y + a φ′(a) + φ(a)    (4) 

Eliminating a between (3) and (4), we get the general integral. 

 

Problem:- 17 

Find the complete and singular solutions of z = px + qy + ඥ1 + pଶ + qଶ 

Solution:- 

Given z = px + qy +ඥ1 + pଶ + qଶ---(1) 

It is in Clairaut’s form z=px+qy+f(p,q) 

Sub p=a and q=b in (1), the complete integral is given by 

 z = ax + by + √1 + aଶ + bଶ    (2) 

To obtain the singular integral, 

Differentiating (1) partially w.r.t a & b.  

Then, 0 = x + ୟ
√ଵାୟమାୠమ

            and  0 = y + ୠ
√ଵାୟమାୠమ
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Therefore,  x = ିୟ
√ଵାୟమାୠమ

     (3) 

y = ିୠ
√ଵାୟమାୠమ

        (4) 

Squaring (3) & (4) and adding, we get  

xଶ + yଶ = ୟమାୠమ

ଵାୟమାୠమ
=ଵାୟ

మାୠమିଵ
ଵାୟమାୠమ

 

xଶ + yଶ = 1 −
1

1 + aଶ + bଶ
 

 
1

1 + aଶ + bଶ
= 1 − (xଶ + yଶ) 

 

Now,  1 − xଶ − yଶ = ଵ
ଵାୟమାୠమ

 

i.e., 1 + aଶ + bଶ = ଵ
ଵି୶మି୷మ

 

Therefore, √1 + aଶ + bଶ = ଵ
ඥଵି୶మି୷మ

        (4) 

Using (4) in (2) & (3), we get 

x = −aඥ1 − xଶ − yଶ          and  y = −bඥ1 − xଶ − yଶ 

Hence, a = ି୶
ඥଵି୶మି୷మ

       and  b = ି୷
ඥଵି୶మି୷మ

 

Substituting the values of a&b in (1), we get 

z =
−xଶ

ඥ1 − xଶ − yଶ
−

yଶ

ඥ1− xଶ − yଶ
+

1
ඥ1 − xଶ − yଶ

 

z =
1 − xଶ − yଶ

ඥ1 − xଶ − yଶ
 

 z = ඥ1 − xଶ − yଶ 
x2 + y2 + z2=1, which is the singular integral. 
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EXERCISES 

Solve the following Equations 

1.    pq = k 

2.   p + q = pq  

3.   ඥp +ඥq = x 

4.    p =  yଶqଶ 

5.    z = p2 + q2 

6.    p + q = x + y 

7.    p2z2 + q2 = 1 

ݖ   .8 = ݔ݌ + ݕݍ − 2ඥݍ݌ 

9.   {z – (px + qy)}2 = c2 + p2 + q2 

10. z = px + qy + p2q2 

 

 

EQUATIONS REDUCIBLE TO THE STANDARD FORMS 

 Sometimes, it is possible to have non – linear partial differential 

equations of the first order which do not belong to any of the four standard 

forms discussed earlier. By using the suitable substitution, we can reduce 

them into linear PDE and in any one of the four types, then it can be solved 

using usual procedure and by back substitution, obtain the solution of given 

non linear PDE. 

 

Type (i):  

Equations of the form F(x୫p, y୬q) = 0     or     F(z, x୫p, y୬q) = 0.  

Case(i):    

If m ≠ 1 and n ≠ 1, then put xଵି୫ = X and yଵି୫ = Y. 
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Now,  p = ப୸
ப୶

= ப୸
பଡ଼

. பଡ଼
ப୶

= ப୸
பଡ଼

(1 −m)xି୫ 

Therefore, x୫p = ப୸
பଡ଼

(1 − m) = (1 − m)P, where  P = ப୸
பଡ଼

 

Similarly,  y୬q = (1 − n)Q, where Q = ப୸
பଢ଼

 

Hence, the given equation takes the form F(P, Q) = 0 (or) F(z, P, Q) = 0. 

Case(ii): 

 If m = 1 and n = 1,then put log x = X and log y = Y. 

Now,   p = ப୸
ப୶

= ப୸
பଡ଼

. பଡ଼
ப୶

= ப୸
பଡ଼

ଵ
୶
 

Therefore,  xp = ப୸
பଡ଼

= P 

Similarly,   yq = Q.  

 

Problem:-18 

Find the complete solution of  x4p2 + y2zq = 2z2 

Solution:-  

Given x4p2 + y2zq = 2z2 

The given equation can be expressed as (x2p)2 + (y2q)z = 2z2----(1) 

It is of the form f(z, xmp, ynq)=0, where m = 2, n = 2 

Put X = xଵି୫ = xିଵ and Y = yଵି୬ = yିଵ  

Px
x

xP
x
X

X
z

x
zp 2

1)( 


















  

Ppx 2  

Qy
y

yP
y
Y

Y
z

y
zq 2

1)( 


















  

Qqy 2  

Substitute the above in (1), we have 
P2– Qz=2z2     (2) 

This equation is of the form f (z, P, Q) = 0.  
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The complete solution is given by dz=PdX+QdY-----(3) 

Let Q = aP in (2), we have 

P2– aPz =2z2    

P2– azP -2z2=0 

P =
−(−az) ±ඥ(−za)ଶ − 4(1)(−2zଶ)

2(1)
 

P =
az ± ඥ(za)ଶ + 8zଶ)

2
 

P =
az ± z√aଶ + 8

2
 

Hence  Q= a ൬ୟ±√ୟమା଼
ଶ

൰ z 

Substitute P, Q in (3), we have 

dz = ቆ
a ± √aଶ + 8

2
ቇ zdX +  aቆ

a ± √aଶ + 8
2

ቇ zdY 

Divide the above equation by z, we have 

i.e., ୢ୸
୸

= ൬ୟ±√ୟమା଼
ଶ

൰ (dX + adY) 

Integrate on both sides 

i.e., ∫ ୢ୸
୸

= ൬ୟ±√ୟమା଼
ଶ

൰∫(dX + adY) 

logz = ቆ
a ± √aଶ + 8

2
ቇ (X + aY) + C 

Substitute  X=x-1 and Y=y-1 

logz = ቆ
a ± √aଶ + 8

2
ቇ ൬

1
x

+
a
y
൰ + C    

which is the complete solution. 
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Problem- 19  

Find the complete solution of  x2p2 + y2q2 = z2 

Solution:- 

Given  x2p2 + y2q2 = z2 

The given equation can be written as (xp)2 + (yq)2 = z2 ---(1) 

This equation is of the form f (z, x୫p, y୬q) = 0. where m = 1, n = 1. 

Put X = log x and Y = log y. 

P
xx

xP
x
X

X
z

x
zp 1)(log

















   

=>xp = P. 
 

Q
yy

yQ
y
Y

Y
z

y
zq 1)(log

















  

=>yq = Q     

Hence the given equation becomes 

P2 + Q2=z2    (2) 

This equation is of the form F(z, P, Q) = 0.  

The complete solution is given by dz=PdX+QdY-----(3) 

Put Q = aP. in equation (2) becomes, 

P2 + a2 P2 = z2 

(1+ a2 )P2 = z2 

 P = ୸
√ଵାୟమ

 

and  Q = ୟ୸
√ଵାୟమ

  

Sub p,q in (3),we get  

dz =
z

√1 + aଶ
dX +

az
√1 + aଶ

dY 

i.e.,൫√1 + aଶ൯ ୢ୸
୸

= dX + adY . 
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Integrate on both sides   

i.e.,൫√1 + aଶ൯ ∫ ୢ୸
୸

= ∫ dX + a ∫ dY . 

൫√1 + aଶ൯logz = X + aY + C  

Sub X=log x and Y=log y 

൫√1 + aଶ൯logz = logx + alogy + C,  

which is the complete solution.  

 

Type (ii): 

Equations of the form F൫z୩p, z୩q൯ = 0 (or) F൫x, z୩p൯ = G(y, z୩q). 

Case (i): 

If  k ≠ 1, put Z = z୩ାଵ,  

Now  ப୞
ப୶

= ப୞
ப୸

. ப୸
ப୶

= (k + 1)z୩. ப୸
ப୶

= (k + 1)z୩p  

Therefore, z୩p = ଵ
୩ାଵ

. ப୞
ப୶

    

Similarly,  z୩q = ଵ
୩ାଵ

. ப୞
ப୷

 

Case (ii): 

If k = -1, put Z = log z.   

Now,  ப୞
ப୶

= ப୞
ப୸

. ப୸
ப୶

= ଵ
୸

p  

Similarly, ப୞
ப୷

= ଵ
୸

q. 

 

Problem:-20 

Solve z4q2– z2p = 1 

Solution:- 

Given z4q2– z2p = 1 

The given equation can also be written as (z2q)2– (z2p) =1 
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It is of the form f(zk p, zk q)=0, where k=2 

Putting Z = z k+1 = z3, we get  

pzp
z
z

x
z

z
Z

x
ZP 2

3

3














  

=>P/3=z2p 

qzq
z
z

y
z

z
Z

y
ZQ 2

3

3














  

=>Q/3=z2q 

Hence the given equation reduces to  

൬
Q
3
൰
ଶ

−
P
3

= 1 

i.e., Q2– 3P – 9 =0, 

which is of the form F(P, Q) = 0. 

Hence its complete solution is given by 

Z = ax + by + c, where b2– 3a – 9 = 0.  

Solving for b, 

b = ±√3a + 9   

Hence the complete solution is 

Z = ax ± ൫√3a + 9൯y + c 

Sub Z=z3 

zଷ = ax ± ൫√3a + 9൯y + c 

 

EXERCISES 

Solve the following equations. 

1. x2p2 + y2p2 = z2 

2. z2 (p2+q2) = x2 + y2 

3. z2 (p2x2 + q2) = 1 
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4. 2x4p2– yzq– 3z2 = 0 

5. p2 + x2y2q2 = x2 z2 

6. x2p + y2q = z2  

7. x2/p + y2/q = z  

8. z2 (p2– q2) =1 

9. z2 (p2/x2 + q2/y2) = 1 

10. p2x + q2y = z. 

 

LAGRANGE’S LINEAR EQUATION: 

 Differential equations of the form P(x, y, z)p + Q(x, y, z)q = R(x, y, z) −

− − (1)   are linear in p and q, also it is called Lagranges Linear differential 

equation. 

To solve this equation,  

let us consider the equations u = a and v = b, where a, b are arbitrary 

constants and u, v are functions of x, y, z. 

Since u is a constant, we have    

du = 0    (2) 

But u as a function of x, y, z,  

du =
∂u
∂x

dx +
∂u
∂y

dy +
∂u
∂z

dz 

Comparing (1) and (2), we have   
ப୳
ப୶

dx + ப୳
ப୷

dy + ப୳
ப୸

dz = 0   (3) 

Similarly, ப୴
ப୶

dx + ப୴
ப୷

dy + ப୴
ப୸

dz = 0   (4) 

By cross-multiplication, we have  

dx
ப୳
ப୸

ப୴
ப୷
− ப୳

ப୷
ப୴
ப୸

=
dy

ப୳
ப୶

ப୴
ப୸
− ப୳

ப୸
ப୴
ப୶

=
dz

ப୳
ப୷

ப୴
ப୶
− ப୳

ப୶
ப୴
ப୷
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(or)   ୢ୶
୔

= ୢ୷
୕

= ୢ୸
ୖ

     (5) 

Equations (5) represent a pair of simultaneous equations which are of the 

first order and of first degree. 

Therefore, the two solutions of (5) are u = a and v = b. Thus, 

φ(u, v) = 0is the required solution of(1). 

 

Note: 

To solve the Lagrange’s equation, we have to form the subsidiary or auxiliary 

equations 
ୢ୶
୔

= ୢ୷
୕

= ୢ୸
ୖ

  

which can be solved either by the method of grouping (For easy problem) or 

by the method of multipliers(For difficult problem). 

 

METHOD OF GROUPING 

Problem :-21 

Find the general solution of  px + qy = z. 

Solution:- 

Given px+qy=z 

It is of the form Pp+qQ=R, Here P=x, Q=y, R=z 

The subsidiary equations is ୢ୶
୔

= ୢ୷
୕

= ୢ୸
ୖ

 

 i.e ୢ୶
୶

= ୢ୷
୷

= ୢ୸
୸

 

First solution 

 ୢ୶
୶

= ୢ୷
୷

 

Integrating,   

log x = log y + log c1, take exponential 
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 x = cଵy 

  ୶
୷

=c1 

Second solution 

 ୢ୷
୷

= ୢ୸
୸
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Integrating 

 log y =  log z +  logcଶ 

 y = cଶz 

  ୷
୸

= cଶ  

Hence the required general solution is  

φ ቀ୶
୷

, ୷
୸
ቁ = 0, where φ is arbitrary function 

 

Problem:- 22 

Solve p tan x + q tan y = tan z  

Solution:- 

Given p tan x + q tan y = tan z  

It is of the form Pp+Qq=R here P=tan x, Q=tany , R=tanz 

The subsidiary equations is  ୢ୶
୔

= ୢ୷
୕

= ୢ୸
ୖ

 
dx

tan x
=

dy
tan y

=
dz

tan z
 

 
First solution 
 ୢ୶

୲ୟ୬୶
= ୢ୷

୲ୟ୬୷
 

i.e., cotx dx =  cotydy 

Integrating, log sinx = log siny + log cଵ 

i.e.,  sinx =  cଵsiny 

Therefore, ୱ୧୬୶
ୱ୧୬୷

= cଵ 

Second solution  
dy

tan y
=

dz
tan z

 

i.e., coty dy =  cotzdz 

Integrating, log siny = log sinz + log cଶ 

 siny =  cଶsinz 

i.e.,  ୱ୧୬୷
ୱ୧୬୸

= cଶ 
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Hence the general solution is 

φ ቀୱ୧୬୶
ୱ୧୬୷

, ୱ୧୬୷
ୱ୧୬୸

ቁ = 0, where φis arbitrary 

 

 

Method of Multiplier 

Problem:-23 

Solve (y − z)p + (z − x)q = x − y 

Solution:-                                     

Given  (y − z)p + (z − x)q = x − y 

It is of the form Pp + Qq =R, here P=y-z,  Q=z-x,  R=x-y 

The subsidiary equations is   ୢ୶
௉

= ୢ୷
୕

= ୢ୸
ୖ

 

ୢ୶
௬ି௭

= ୢ୷
୸ି୶

= ୢ୸
୶ି୷

=a(say) 

dx=a(y-z), dy=a(z-x), dz=a(x-y) 

First solution 

Consider the multiplier dx+dy+dz   

dx+dy+dz=a(y-z)+a(z-x)+a(x-y) 

                  =a{y-z+z-x+x-y}=a.0=0 

dx+dy+dz=0 

Integrate on both sides. 

∫ dx + dy + dz =.c1 

x + y + z = cଵ  (1) 

Second solution 

consider multiplier xdx+ydy+zdz 

xdx+ydy+zdz=xa(y-z)+ya(z-x)+za(x-y) 

                         =a(xy-xz+yz-yx+zx-zy)=0 

xdx+ydy+zdz=0 

Integrating on both sides 
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୶మ

ଶ
+ ୷మ

ଶ
+ ୸మ

ଶ
= c 2  

x2 + y2 + z2=2cଶ=c3    (2)  

Hence from (1) and (2), the general solution is 

φ(x + y + z, xଶ + yଶ + zଶ) = 0, where φ is arbitrary function 

 

Problem:- 24 

Find the general solution of (mz − ny)p + (nx − lz)q = ly −mx 

Solution:- 

Given (mz − ny)p + (nx − lz)q = ly − mx 

It is of the form Pp+Qq=R, here P=mz-ny,  Q=nx-lz,  R=ly-mx 

The subsidiary equations is  ୢ୶
୔

= ୢ୷
୕

= ୢ୸
ୖ

 

i.e ୢ୶
୫୸ି୬୷

= ୢ୷
୬୶ି୪୸

= ୢ୸
୪୷ି୫୶

=a(say) 

dx=a(mz-ny),  dy=a(nx-lz),   dz=a(ly-mx) 

First solution 

xdx+ydy+zdz=ax(mz-ny)+ya(nx-lz)+za(ly-mx) 

                        =a{xmz-xny+ynx-ylz+zly-zmx}=0 

xdx+ydy+zdz=0 

Integrate on both sides 

∫ xdx + ydy + zdz = c1 

୶మ

ଶ
+ ୷మ

ଶ
+ ୸మ

ଶ
=  c 1  

x2 + y2 + z2=2cଵ=c2    (1)  

Second solution 

Consider the multiplier ldx+mdy+ndz 

ldx+mdy+ndz=la(mz-ny)+ma(nx-lz)+na(ly-mx) 

     =0 

Integrate on both sides 
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∫ ldx + mdy + ndz =c3  

lx + my + nz = cଷ    (2) 

Hence, the required general solution is 

φ(xଶ + yଶ  +  zଶ, lx + my + nz ) = 0, where φ is arbitrary function. 

 

Problem:-25 

Solve (x2 - y2 - z2) p + 2xy q = 2xz. 

Solution:- 

Given (x2 - y2 - z2) p + 2xy q = 2xz. 

It is of the form Pp+Qq=R, here P=x2-y2-z2,  Q=2xy,  R= 2xz 

The subsidiary equation is ୢ୶
୔

= ୢ୷
୕

= ୢ୸
ୖ

 

i. e 
dx

xଶ − yଶ −  zଶ
=

dy
2xy

=
dz

2xz
 

First solution (Method of gouping) 

Taking the last two ratios, 

dy
2xy

=
dz

2xz
 

i.e., ୢ୷
୷

= ୢ୸
୸

 

Integrate on both sides 

න
dy
y

= න
dz
z

 

log y = log z + log cଵ 

= ݕ ܿଵݖ 

i.e., ௬
௭

= ܿଵ      (1) 

Second solution (Method of Multiplier) 
ୢ୶

୶మି୷మି ୸మ
= ୢ୷

ଶ୶୷
= ୢ୸

ଶ୶୸
= a(say)----(2) 

dx=a(x2-y2-z2),   dy=2axy,   dz=2axz 
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consider the multiplier xdx+ydy+zdz 

xdx+ydy+zdz=a{x(x2-y2-z2)+2xy2+2xz2} 

                        =ax{x2-y2-z2+2y2+2z2}=ax(x2+y2+z2) 

(xdx+ydy+zdz)/x(x2+y2+z2) =a 

Comparing with the last ratio, we get 
୶ୢ୶ା୷ୢ୷ା୸ୢ୸
௫(୶మା ୷మା ୸మ) = ୢ୸

ଶ୶୸
    [using equation (2)] 

i.e., ଶ୶ୢ୶ାଶ୷ୢ୷ାଶ୸ୢ୸
୶మା ୷మା ୸మ

= ୢ୸
୸

 

Since dx2=2xdx, dy2=2ydy, dz2=2zdz 

dxଶ + dyଶ + dzଶ

xଶ +  yଶ +  zଶ
=

dz
z

 

d(xଶ + yଶ + zଶ)
xଶ + yଶ +  zଶ

=
dz
z

 

ୢୱ
ୱ

= ୢ୸
୸

     where   s=x2+y2+z2 

log s=logz+logc2 

log s=logzc2 

log ( x2+ y2  + z2 )  =  log z  cଶ   

xଶ +  yଶ +  zଶ = cଶݖ 

i.e.,୶
మା ୷మା ୸మ

௭
= cଶ   (3) 

From (1) and (3), the general solution is given by φ ቀ୷
୸

, ୶
మା ୷మା ୸మ

୸
ቁ = 0,  

where φ is arbitrary function. 

 

EXERCISES 

Solve the following PDE 

1. px2 + qy2 =z2 

2. pyz+ qzx=xy 

3. xp – yq = y2–x2 

4. y2zp + x2zq =y2x 
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5. z (x – y) = px2–qy2 

6. (a – x) p + (b – y) q = c – z 

7. (y2z p) /x + xzq = y2 

8. (y2 + z2) p – xyq + xz = 0 

9.  x2p + y2q = (x + y) z 

10.p – q = log(x+y) 

11. (xz + yz)p + (xz– yz)q = x2+y2  

12. (y – z)p– (2x + y)q = 2x +z  

 

PARTIAL  DIFFERENTIAL EQUATIONS  OF  HIGHER  ORDER WITH 

CONSTANTCOEFFICIENTS 

 Homogeneous Linear Equations with constant Coefficients. 

 A homogeneous linear partial differential equation of the nth order is of 

the form   c଴
ப౤୸
பxn + c1

பnz
பxnష1 பy

+ ⋯+ cn
பnz
பyn = F(x, y)    (1) 

Wherec0, c1, … , cn  are constants and F is a function of x and y. It is 

homogeneous because all its terms contain derivatives of the same order. 

Equation (1) can be expressed as 

ቀc0Dn + c1Dnି1D′ + ⋯+ cnD′nቁ z = F(x, y) 

or   f (D, D′) z = F(x, y)     (2) 

Where  ப
பx
≡ D and ப

பy
≡ D 

As in the case of ordinary linear equations with constant coefficients the 

complete solution of (1) consists of two parts, namely, the complementary 

function and the particular integral. 

The complementary function is the complete solution off(D, D′)z = 0 →(3), 

Which must contain n arbitrary functions as the degree of the polynomial 

f(D, D′). The particular integral is the particular solution of equation (2). 

Finding the complementary function 
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Let us now consider the equation f൫D, D′൯z = F (x, y) 

The auxiliary equation of (3) is obtained by replacing D by D' by 1.  

c0mn + c1mnି1 +⋯+ cn = 0    (4) 

Solving equation (4) for m, we get n roots. Depending upon the nature of the 

roots, the Complementary function is written as given below: 

 

 

 

 

 

 

 

 

Roots of the auxiliary 

equation 

Nature of the 

roots 

Complementary function(C.F) 

m1,m2,m3, ……., mn distinct roots f1(y+m1x)+f2(y+m2x) 

+…….+fn(y+mnx). 

m1 = m2 = m, 

m3,m4,….,mn 

two equal 

roots 

f1(y+m1x)+xf2(y+m1x) + f3(y+m3x) 

+…. …+fn(y+mnx). 

m1 = m2 = …….= mn = m all equal roots f1(y+mx)+xf2(y+mx) + x2f3(y+mx)

+…. 

 …+xn-1 fn (y+mx) 

 

Finding the particular Integral 

Consider the equation f൫D, D′൯z = F (x, y).   

Now, the P.I is given by  1
fቀD,D′ቁ

F(x, y) 

Case (i):   
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When  F (x, y) = eaxାby 

P. I =
1

f൫D, D′൯
eaxାby 

Replacing D by a and D'by b, we have 

P. I =  1
f(a,b) eaxାby,where f(a, b) ≠ 0 

Case (ii) : 

 When  F(x, y)  =  sin(ax +  by)(or)  cos (ax + by)  

P. I = 1

f൬D2,DD′,D′2൰
sin(ax +  by)(or)  cos (ax + by) 

Replacing D2 = -a2, DD'2 = -ab and D' = -b2, we get 

P. I = 1
f൫ିa2,ିab,ିb2൯

sin(ax +  by)(or)  cos (ax + by),  

where f൫−a2,−ab,−b2൯ ≠ 0 

 

Case (iii) : 

 When F(x, y) = xmyn, 

P. I =
1

f൫D, D′൯
xmyn = [f(D, D′]ି1xmyn 

Expand[f(D, D′]ି1 in ascending powers of D or D' and operate on xmynterm by 

term. 

 

Case (iv):  

When F(x, y) is any function of x and y. 

 P. I = 1
fቀD,D′ቁ

F(x, y) 

Resolve 1
fቀD,D′ቁ

into partial fractions considering f൫D, D′൯ as a function of D 

alone.  

Then operate each partial fraction on F(x, y) in such a way that  
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1
DିmD′ F(x, y) = ∫ F(x, c − mx)dx, 

where c is replaced by y + mx after integration 

 

Problem:-26 

Solve(D3– 3D2D' + 4D'3) z = ex+2y 

Solution:- 

The auxiliary equation is m=m3– 3m2 + 4 = 0 

The roots are m = -1,2,2 

Therefore, the C.F is f1(y-x) + f2 (y+ 2x) + xf3 (y+2x).  

P. I = exశ2y

D3ି3D2D′ା4D′3
   (Replace D by 1 and D'by2) 

       = exశ2y

1ି3(1)(2)ା4(2)3 

P. I =
exା2y

27
 

 

Hence, the solution is z = C.F. + P.I 

i.e., z = f1 (y-x) + f2(y+2x) + x f3(y+2x) +exశ2y

27
 

 

Problem:- 27 

Solve (D2– 4DD' +4 D'2) z = cos (x – 2y) 

Solution:- 

 The auxiliary equation is m2– 4m + 4 = 0 Solving, we get m = 2,2. 

Therefore, the C.F is f1(y+2x) + xf2(y+2x). 

∴ P. I =
1

D2 − 4DD′ + 4D′2
cos (x − 2y) 

Replacing D2 by – 1, DD' by 2 and D'2 by –4, we have 

P. I =
1

(−1) − 4(2) + 4(−4)
cos (x− 2y) 
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       = −
cos (x− 2y)

25
 

 Hence, the solution is z = f1(y+2x) +xf2(y+2x) – cos(xି2y)
25

 

 

Problem:- 28 

Solve (D2– 2DD') z = x3y + e5x 

Solution:- 

The auxiliary equation is m2– 2m = 0.  

Solving, we get m = 0,2. 

Hence the C.F is f1 (y) + f2 (y+2x). 

P. I1 =
x3y

D2 − 2DD′
 

         =
1

D2 ቀ1 − 2D′
D
ቁ

(x3y) 

 

         = 1
D2 ቀ1 − 2D′

D
ቁ
ି1

(x3y) 

         =
1

D2 ൭1 +
2D′
D

+
4D′2

D2 + ⋯൱ (x3y) 

        =
1

D2 (x3y) +
2D′
D

(x3y) +
4D′2

D2 (x3y) + ⋯ 

        =
1

D2 (x3y) +
2
D

(x3) +
4

D2 (0) + ⋯ 

        = 1
D2 (x3y) + 2

D
(x3) 

P. I1 =
x5y
20

+
x3

60
 

P. I2 = e5x

D2ି2DD′ (Replace D by 5 and D' by0) 

         =
e5x

25
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Hence, the solution is Z = f1(y) + f2 (y+2x) + x
5y

20
+ x3

60
+ e5x

25
 

 

Problem:-29 

Solve ቀD2 + DD′ − 6D′2ቁ z = ycosx 

Solution:- 

The auxiliary equation is m2 + m – 6 =0.  

Therefore, m = –3,2. 

Hence the C.F is f1(y − 3x) + f2(y + 2x).   

P. I =
y cosx

D2 + DD′ − 6D′2
 

       =
y cosx

൫D + 3D′൯(D − 2D′)
 

       =
1

൫D + 3D′൯
1

(D − 2D′)
y cosx 

 

       = 1
ቀDା3D′ቁ

∫(c − 2x)cosx dx,  where y = c − 2x 

       =
1

൫D + 3D′൯
න(c − 2x) d(sin x) 

       = 1
ቀDା3D′ቁ

[(c − 2x)(sin x) − (−2)(−cosx)] 

       =
1

൫D + 3D′൯
[ysinx − 2cosx] 

       = ∫[(c + 3x)sinx − 2cosx]dx, where y = c + 3 

       = න(c + 3x) d(− cos x) − 2න cos x  dx 

        = (c + 3x)(− cos x) − (3)(− sin x) − 2 sin x 

       = −ycos x + sin x 

Hence the complete solution is 
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z = f1(y− 3x) + f2(y + 2x) − ycos x + sin x 

 

Problem:-30 

Solve r – 4s + 4t = e 2x+y   

Solution:- 

Given equation is   ப
2z

பx2 − 4 ப2z
பxபy

+ 4 ப2z
பy2 = e2xାy   

i.e., ቀD2 − 4DD′ + 4D′2ቁ z = e2xାy 

The auxiliary equation is m2– 4m + 4 =0. Therefore, m =2,2   

Hence the C.F is f1(y + 2x) + xf2(y + 2x) 

P. I =
e2xାy

D2 − 4DD′ + 4D′2
 

Since D2 − 4DD′ + 4D′2 for D = 2 and D' = 1, we have to apply the general rule.  

P. I =
e2xାy

(D− 2D′)(D − 2D′)
 

       =
1

(D− 2D′)
1

(D − 2D′)
e2xାy 

       = 1
(Dି2D′)

∫ e2xାcି2x dx, where y = c − 2x 

      = 1
(Dି2D′)

∫ ecdx  

       =
1

(D− 2D′)
ec. x 

       =
1

(D− 2D′)
x eyା2x 

∫ x ecି2xା2x dx where y = c –2x. 

        = න x ec  dx 

       = ec ቆ
x2

2
ቇ 
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       =
x2eyା2x

2
 

Hence the complete solution is 

z = f1(y + 2x) + xf2(y + 2x) +
x2eyା2x

2
 

 

NON – HOMOGENEOUS LINEAREQUATIONS 

Let us consider the partial differential equation 

f൫D, D′൯z = F(x, y)   (1) 

If f൫D, D′൯ is not homogeneous, then (1) is a non–homogeneous linear partial 

differential equation. Here also, the complete solution = C.F + P.I. 

The methods for finding the Particular Integrals are the same as those for 

homogeneous linear equations. 

But for finding the C.F, we have to factorize f൫D, D′൯ into factors of the form 

D −mD′ − c. 

Consider now the equation 

൫D − mD′ − c൯z = 0   (2) 

This equation can be expressed as 

p − mq = cz    (3), 

which is in Lagrangian form. 

The subsidiary equations are  
dx
1

= dy
ିm

= dz
cz

    (4) 

The solutions of (4) are y + mx = a and z = becx. 

Taking b = f(a), we get z = becx f(y + mx) as the solution of (2). 

 

Note: 

If   ൣ൫D −m1D′ − c1൯൫D −m2D′ − c2൯  … ൫D −mnD′ − cn൯൧z = 0 
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is the partial differential equation, then its complete solution is 

z = ec1xf1(y + m1x) + ec2xf2(y + m2x) +⋯+ ecnxfn(y + mnx) 

In the case of repeated factors, the equation  ൫D − mnD′ − cn൯z=0 has a 

complete  solution 

z = ecxf1(y + mx) + xecxf2(y + mx) + ⋯+ xnି1ecxfn(y + mx) 

 

Problem:-31 

Solve (D− D′ − 1) (D − D′ − 2)z =  e2x–y 

Solution:- 

Here,   m1  =  1, m2  =  1, c1  =  1, c2  =  2. 

Therefore, the C.F is exf1(y + x) + e2xf2(y + x) 

P. I =
e2x–y

(D− D′ − 1) (D − D′ − 2)
 

 

Put D = 2, D′ = −1. 

       =
e2x–y

(2− (−1) − 1) (2 − (−1) − 2) 

       =
e2x–y

2  

Hence the solution is z = exf1(y + x) + e2xf2(y + x) + e2x–y

2
 

 

Problem:- 32 

Solve൫D2 − DD′ + D′ − 1൯z = cos(x + 2y)   

Solution:- 

The given equation can be rewritten as 

൫D − D′ + 1൯(D − 1)z = cos(x + 2y) 

Here, m1  =  1, m2  =  0, c1  =  −1, c2  =  1   
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Therefore, the C.F is eିxf1(y + x) + exf2(y) 

P. I =
1

൫D2 − DD′ + D′ − 1൯
cos(x + 2y) 

Put D2 = −1, DD′ = −2, D′ = −4 

       =
1

−1 − (−2) + D′ − 1
cos(x + 2y) 

       =
1
D′

cos(x + 2y) 

       =
sin(x + 2y)

2
 

Hence the solution is z = eିxf1(y + x) + exf2(y) + sin(xା2y)
2

 

 

 

 

 

Problem:- 33 

Solveൣ൫D + D′ − 1൯൫D + 2D′ − 3൯൧z = exା2y + 4 + 3x + 6y    

Solution:- 

  Here, m1 = −1, m2 = −2, c1 = 1, c2 = 3   

Hence the C.F is exf1(y − x) + e3xf2(y− 2x) 

P. I1 =
exା2y

൫D + D′ − 1൯൫D + 2D′ − 3൯
 

Put D = 1, D′ = 2 

           =
exା2y

(1 + 2 − 1)(1 + 4 − 3)
 

P. I1 =
exା2y

4
 

P. I2 =
1

൫D + D′ − 1൯൫D + 2D′ − 3൯
(4 + 3x + 6y) 
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         =
1

3 ቂ1 − (D + D′) ቀ1 − Dା2D′
3

ቁቃ
(4 + 3x + 6y) 

        =
1
3
ൣ1 − (D + D′)൧

ି1
ቆ1−

D + 2D′
3

ቇ
ି1

(4 + 3x + 6y) 

     =
1
3
ቂ1 + ൫D + D′൯ + ൫D + D′൯

2
+ ⋯ቃ ൥1 + ቆ

D + 2D′
3

ቇ + ቆ
D + 2D′

3
ቇ

2

+ ⋯൩ (4

+ 3x + 6y) 

       =
1
3
൤(1) +

4
3

(D) +
5
3
൫D′൯… ൨ (4 + 3x + 6y) 

       =
1
3 ൤

(4 + 3x + 6y) +
4
3

(3) +
5
3

(6)൨ 

P. I2 = x + 2y + 6 

 

 

 

Hence the complete solution is 

z = exf1(y − x) + e3xf2(y − 2x) +
exା2y

4
+ x + 2y + 6 

 

EXERCISES 

 Solve the following homogeneous Equations.  

1.  ப
2z

பx2 + ப2z
பxபy

− 6 ப2z
பy2 = cos(2x + y) 

૛.  
∂2z
∂x2 − 2

∂2z
∂x ∂y

= sin x cos 2y 

3.  (D2 + 3DD' + 2D'2) z = x + y 

4.  (D2– DD'+ 2D'2) z = xy + ex. cos hy  

ቊHint: ex cos hy = ex ൬
ey + eିy

2
൰ = ቆ

exାy + exିy

2
ቇቋ 

5. (D3– 7DD'2– 6D'3) z = sin (x+2y) + e2x+y 
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6.  (D2 + 4DD'– 5D'2) z = 3e2x-y + sin (x – 2y) 

7.  (D2– DD'– 30D'2) z = xy + e6x+y 

8.  (D2– 4D'2) z = cos2x. cos3y  

9.  (D2– DD'– 2D'2) z = (y – 1)ex 

10.  4r + 12s + 9t = e3x–2y 

 Solve the following non – homogeneous equations. 

1. (2DD' + D'2– 3D') z = 3 cos(3x – 2y) 

2. (D2 + DD' + D'– 1) z = e-x 

3.  r – s + p = x2 + y2 

4.  (D2– 2DD' + D'2– 3D + 3D' + 2)z = (e3x + 2e-2y)2 

5.  (D2– D'2– 3D + 3D') z = xy + 7. 



LECTURE NOTES 

UNIT-V 

APPLICATION PARTIAL DIFFERENTIAL EQUATIONS 

INTRODUCTION 

 In many real life problem which is represented in ordinary or partial 

differential equation. We required a solution which satisfies some specified 

conditions called boundary conditions.  

 Any differential equation with these boundary condition is called 

boundary value problem. 

 In case of PDE we get solution involved in arbitrary constants and 

arbitrary function. Hence it is difficult for us to adjust these conditions and 

function so as to get an optimal solution satisfying the boundary conditions. 

To over come these we adopt method of separation of variables for solving 

linear PDE as it satisfy all or some boundary conditions. 

 

CLASSIFICATION OF PARTIAL DIFFERENTIAL 

 EQUATIONS OF  SECOND ORDER 

 
The general form of linear partial differential equation of second 

order is given by 02

22

2

2




















 Fu

y
uE

x
uD

y
uC

yx
uB

x
uA

  
......(1) 

 (i.e) 0 FuEuDuCuBuAu yxyyxyxx , where A, B, C, D, E, F are general 

functions of x and y. 

 

ELLIPTIC EQUATION 

  The equation 02

22

2

2




















 Fu

y
uE

x
uD

y
uC

yx
uB

x
uA  of second order is 

called elliptic at (x,y) if B2-4AC<0.       

 [where A, B, C, D, E, F are functions of x and y]  

 



Example: 

(i)   Laplace equation in two dimension 02

2

2

2









y
u

x
u

 

A=1, B=0, C=1 

B2-4AC=02-4(1)(1)=-4<0 

Therefore the given equation is elliptic 

(ii) Poisson equation f
y
u

x
u









2

2

2

2  

A=1, B=0, C=1 

B2-4AC=02-4(1)(1)=-4<0 

Therefore the given equation is elliptic 

 

PARABOLIC EQUATION 

  The equation 02

22

2

2




















 Fu

y
uE

x
uD

y
uC

yx
uB

x
uA of second order is 

called parabolic at (x,y) if B2-4AC=0.      

[where A, B, C, D, E, F are functions of x and y] 

Example:- 

One dimension heat flow equation 
t
u

x
u








2

2

  

02

2









t
u

x
u


 

A=1, B=0, C=0,  

B2-4AC=02-4(1)(0)=0 

Therefore the given equation is parabolic  

 

HYPERBOLIC EQUATION 

  The equation 02

22

2

2




















 Fu

y
uE

x
uD

y
uC

yx
uB

x
uA  of second order is 

called hyperbolic at (x,y) if B2-4AC>0.     



[where A, B, C, D, E, F are functions of x and y] 

 

Example:- 

One dimensional wave equation
2

2

2

2

t
ua

x
u








 

i.e 02

2

2

2









t
ua

x
u  

A=1, B=0, C=-a 

B2-4AC=02-4(1)(-a)=4a>0 

Therefore the given equation is hyperbolic 

 

Problem:-01 

Classify the following equation 02

2

2

2









t
u

x
ux  

Solution:- 

Given 02

2

2

2









t
u

x
ux  

A=x, B=0, C=1 

B2-4AC=02-4(x)(1)=-4x 

If -4x<0, i.e 4x>0, this implies x>0, then given equation is elliptic  

If  -4x=0, i.e 4x=0, this implies x=0, then given equation is parabolic 

If -4x>0, i.e 4x<0, this implies x<0, then given equation is hyperbolic. 

 

Problem:-02 

Classify the following equation 0)1( 22  yyxx fyfx , where -1<y<1 and 

 x  

Solution 

Given 0)1( 22  yyxx fyfx , where -1<y<1 and  x  

A=x2, B=0, C=1-y2 

B2-4AC=02-4(x2)(1-y2)=-4x2(1-y2)<0       



Therefore the given equation is elliptic except x=0 

when x=0, then B2-4AC=0, therefore the given equation is parabolic. 

 

Problem:-03 

Classify the following equation 0 yyxx yffx , where x>0, y>0 

Solution 

Given 0 yyxx yffx , where x>0, y>0 

A=x, B=0, C=y 

B2-4AC=02-4(x)(y)=-4xy<0       

Therefore the given equation is elliptic. 

 

Problem:-04 

Classify the following equation 02  xyxx ff , where x>0, y>0 

Solution  

Given 02  xyxx ff , where x>0, y>0 

A=1, B=-2, C=0 

B2-4AC=(-2)2-4(1)(0)=4>0       

Therefore the given equation is hyperbolic. 

 

Problem:-05 

Classify the following equation 02  yyxyxx fff , where x>0, y>0 

Solution   

Given 02  yyxyxx fff , where x>0, y>0 

A=1, B=-2, C=1 

B2-4AC=(-2)2-4(1)(1)=0       

Therefore the given equation is parabolic.  

 



Problem:-06 

Classify the following equation 042  yyxyxx fff , where x>0, y>0 

Solution   

Given 042  yyxyxx fff , where x>0, y>0 

A=1, B=2, C=4 

B2-4AC=(2)2-4(1)(4)=-12<0       

Therefore the given equation is elliptic. 

 

Problem:-07 

Classify the nature of the following equation 02 2

22

2

2














y
u

yx
u

x
u

   
Solution:-  

 The given equation is 02 2

22

2

2














y
u

yx
u

x
u         ........(1) 

 We know that the general form of linear second order partial 

differential equation is given by  02

22

2

2




















 Fu

y
uE

x
uD

y
uC

yx
uB

x
uA  

 ........(2)  

By comparing equations (1) and (2) we get the following A=1, B=2, C=1, 

D=0, E=0, F=0.  

 Now we calculate B2-4AC=(2)2-4(1)(1)=0 for all values of x and y.  

 Therefore the given equation (1) is parabolic at all points of  x and y. 

 In other wards we can say that equation (1) represents parabolic 

equation over the  XY-plane. 

 

Problem:-08 

 Classify the nature of the following equation 0)1( 22  yyxx fyfx  

Solution:- 

 The given equation is 0)1( 22  yyxx fyfx            ........(1)  



We know that the general form of linear second order partial differential 

equation is given by  02

22

2

2















 Ff

y
fE

x
fD

y
fC

yx
fB

x
fA    ........(2)  

By comparing equations (1) and (2) we get the following A=x2, B=0, C=1-y2, 

D=0, E=0, F=0.  

 Now we calculate B2-4AC=(0)2-4(x2)(1-y2)=4x2(y2-1). 

 Since the B2-4AC value is not just a number here, it involves variables 

x and y. So we have to consider the following case to classify the nature of 

the equation. 

(i) Suppose  if  we assume that B2-4AC<0 

 =>4x2(y2-1)<0, clearly 4, x2 in this product are always positive. 

 Therefore y2-1 must be negative number, (i.e) y2-1<0 

 => y2<1, (i.e) -1<y<1. 

 Thus B2-4AC<0 , only when -1<y<1 and x  0(Since when x=0, we get 

B2-4AC=0) 

 Hence equation (1) represent elliptic equation in the region where x

 0 and -1<y<1. 

(ii) Suppose  if  we assume that B2-4AC=0 

 =>4x2(y2-1)=0, clearly x=0 (or) y2 -1=0 . 

 (i.e) x=0, and y=+1, y=-1. 

 Thus B2-4AC=0 , only when x=0, y=-1,y=1  

 Hence equation (1) represent parabolic equation when (x,y) lies on 

the lines x=0, y=-1 and y=1. 

(iii) Suppose  if  we assume that B2-4AC>0 

 =>4x2(y2-1)>0, clearly 4, x2 in this product are always positive. 

 Therefore y2-1 must be positive number, (i.e) y2-1>0 

 => y2>1, (i.e) -<y<-1 and 1<y< . 

 Thus B2-4AC>0 , only when -<y<-1 and 1<y<  and x  0(Since 

when x=0, we get B2-4AC=0) 



 Hence equation (1) represent hyperbolic equation in the region -

<y<-1 and 1<y< . where x  0. 

 

Problem:-09 

 Classify the nature of the following equation 

)sin()4(4 22 yxuyxuu yyxyxx   

Solution:- 

 The given equation is  )sin()4(4 22 yxuyxuu yyxyxx  .....(1)  

We know that the general form of linear second order partial differential 

equation is given by 02

22

2

2




















 Ff

y
fE

x
fD

y
fC

yx
fB

x
fA    ........(2)  

By comparing equations (1) and (2) we get the following A=1, B=4, 

C=x2+4y2, D=0, E=0, F=0.  

 Now  calculate B2-4AC=(4)2-4(1)(x2+4 y2)=16-4x2 -16y2. 

 Since the B2-4AC value is not just a number here, it involves variables 

x and y. So we have to consider the following case to classify the nature of 

the equation. 

(i) Suppose  if  we assume that B2-4AC<0 

 =>16-4x2 -16y2<0,  To find (x,y) which satisfies this condition, we 

proceed as follow. 

 =>16<4x2 +16y2 

 =>1<(4x2 +16y2)/16, (i.e) 1< x2/4+y2/1 

 => 1
14

22


yx         

Thus B2-4AC<0 , only when 1
14

22


yx     

Hence equation (1) represent elliptic equation in the region 1
14

22


yx . 

 

 



(ii) Suppose  if  we assume that B2-4AC=0 

=>16-4x2 -16y2=0,  To find (x,y) which satisfies this condition, we proceed 

as follow. 

 =>16=4x2 +16y2 

 =>1=(4x2 +16y2)/16, (i.e) 1= x2/4+y2/1 

 => 1
14

22


yx        

Thus B2-4AC=0 , only when 1
14

22


yx      

Hence equation (1) represent parabolic equation in the region 1
14

22


yx . 

(iii) Suppose  if  we assume that B2-4AC>0 

 =>16-4x2 -16y2>0,  To find (x,y) which satisfies this condition, we 

proceed as follow. 

 =>16>4x2 +16y2 

 =>1>(4x2 +16y2)/16, (i.e) 1> x2/4+y2/1 

 => 1
14

22

 yx   

Thus B2-4AC>0 , only when 1
14

22


yx      

Hence equation (1) represent hyperbolic  equation in the region 1
14

22

 yx . 

 

EXERCISE  

 Classify the nature of the following partial differential equations 

1. 0)3()2(2)1(  yyxyxx uxuxux
   

2. 0,0,0  yxyuxu yyxx   
3. ,02  xyxx ff

  
4. ,042  yyxyxx fff

 
5. .02  yyxyxx fff  

 



METHOD OF SEPARATION OF VARIABLES 

 

 Let Z be dependent variable on x & y, where x & y are independent 

variables. 

 We assume the solution to be the product of two variable function, 

one function in x alone and another in y alone. 

 Thus the solution of PDE is converted to solution of ODE. 

 

Problem:-1 

Using the method of separation of variables solve u
t
u

x
u







 2 where 

u(x,0)=6e-3x 

Solution:- 

Given u
t
u

x
u







 2 -------(1) 

Here u is a function x and t 

Let u=X(x)T(t)--------(2) be the solution of the given differential equation, 

where X is a function of x only and T is function t only. 

Differentiate (2) partially w.r.t x and t, we get 

TX
x
u '

 -------(3)  

'XT
t
u



 --------(4) 

Sub (2),(3) and (4) in (1), we get 

X ' T=2 XT '+XT 

i.e X ' T=X(2T'+T) 

Separating the variables , we get 

K
T

TT
X
X





'' 2  (constant) 



K
X
X


'

 

0'  KXX  

Solution 

KX
dx
dX

  

Kdx
X

dX
  

Integrating on both sides, we get 

Log X=Kx+log a 

X=eKx+log a 

X=eKxa 

X=aeKx 

K
T

TT


'2  

KTTT '2  

TKTT '2  

2/)1('  KTT  

Solution 

2/)1( TK
dt
dT

  

dtK
T
dT 2/)1(   

Log T=(K-1)t/2+logb 

T=e(K-1)t/2+logb 

T=be(K-1)t/2 

Therefore u=XT 

  u= aeKx be(K-1)t/2 

  u(x,t)=abeKxe(K-1)t/2--------(5) 

Putting t=0 in (5) we get 

u(x,0)=abeKX---------(6) 

But u(x,0)=6e-3x------(7) 

From (6) and (7),we get 

ab=6, K=-3------(8) 

Sub (8) in (5), we get 

u(x,t)=6e-3xe(-4)t/2 

          =6e-3xe-2t 

u(x,t)=6e-(3x+2t) 

Which is the required solution. 

 

 

Problem:-02 



Using the method of separation of variable solve 03 







y
zy

x
zx  

Solution 

Given  032 







y
zy

x
zx -------(A) 

Here z is a function x and y 

Let z=X(x)Y(y)--------(1) be the solution of the given differential equation, 

where X is a function of x only and Y is function y only. 

Differentiate (2) partially w.r.t x and y, we get 

YX
x
z '

 &  'XY

y
z



 -----(2) 

Sub (2) in (A), we get 

2xX ' Y-3y XY '=0 

i.e 2xX 'Y=3yXY' 

Separating the variables , we get 

K
Y
yY

X
xX


32 '

 (constant) 

K
X
xX


'2  

02 '  KXxX  

0)2(  XKxD  D'=d/dx 

Solution 

This is an ODE with variable 

coefficient 

Sub x=ez =>z=log x 

xD=D' , where D'=d/dz 

(2D'-K)X=0 

KX
dz
dX

2  

K
Y
yY


'3  

KYyY '3  

0)3(  YKyD where D=d/dy 

Solution 

This is an ODE with variable 

coefficient 

Sub y=ez=>z=logy 

yD=D', where D'=d/dz 
0)'3(  YKD  

KY
dz
dY

3  



Kdz
X

dX
2  

Integrating on both sides 

2logX=Kz+c 

logX=Kz/2+c/2 

X=e(K/2)z+c/2 

X=e(K/2)logx    ec/2 

X=xk/2C1 

X= C1xk/2 

Kdz
Y
dY

3  

Integrating on both sides 

3Log Y=Kz+d 

logY=Kz/3+b/3 

Y=eKz/3+b/3 

Y=eKz/3 eb/3 

Y= C2e(K/3)logy  

Y= C2y(K/3) 

 

Therefore u=XY 

  u= C1xk/2 C2y(K/3) 

  u(x,y)= C1 C2 xk/2 y(K/3) 

Which is the required solution. 

 

Problem:-3 

Using the method of separation of variables solve
y
u

x
u






 4

 
where u(0,y)=8e-3y 

Solution:- 

Given
y
u

x
u






 -------(1) 

Here u is a function x and t 

Let u=X(x)Y(y)--------(2) be the solution of the given differential equation, 

where X is a function of x only and Y is function y only. 

Differentiate (2) partially w.r.t x and y, we get 

YX
x
u '

 -------(3)  

'XY
y
u



 --------(4) 



Sub (3) and (4) in (1), we get 

X ' Y=4 XY ' 

Separating the variables , we get 

K
Y
Y

X
X


'' 4  (constant)  

K
X
X


'

 

0'  KXX  

Solution 

KX
dx
dX

  

Kdx
X

dX
  

Integrating on both sides, we get 

Log X=Kx+log a 

X=eKx+log a 

X=eKxa 

X=aeKx 

K
Y
Y


'4  

04 '  KYY  

Solution 

KY
dy
dY

4  

Kdy
Y
dY

4  

4Log Y=Ky+logb 

logY4=Ky+logb 

Y4=eKy+logb 

Y4=eKy b 

Y=e(K/4)yb1/4 

Y=e(K/4)yc, where c=b1/4 

 

Therefore u=XT 

  u= aeKx ce(K/4)y 

  u(x,t)=aceKxe(K/4)y--------(5) 

Putting x=0 in (5) we get 

u(0,y)=ace(K/4)y---------(6) 

But u(0,y)=8e-3y------(7) 

From (6) and (7),we get 

ac=8, K=-12------(8) 

Sub (8) in (5), we get 

u(x,t)=8e-12xe(-12/4)y 



          =8e-12xe-3y 

u(x,t)=8e-(12x+3y) 

Which is the required solution. 

 

ONE DIMENSIONAL WAVE EQUATION 

 Consider the string is stretched and fastened to two points l apart.  

 Let T denotes the tension, m denoted the mass of  the string. 

 The one dimensional wave equation is given by 

 
m
T

x
uc

t
u







 2

2

2
2

2

2

c  where
 

 The possible solutions are given by 

 (i)  (c1epx+c2e-px)(c3ecpt+c4ecpt) 

 (ii)  (c5cos px +c6 sin px) (c7 cos cpt +c8 sin cpt) 

 (iii) (c9x+c10)(c11t+c12) 

 We have to select the suitable solution which is consistent with 

physical nature of the problem , as we are dealing with problem on 

vibrations, y must be a periodic function of x and t. Hence their solution 

must involve trigonometric function, Therefore the best suitable solution 

for wave analysis is solution (ii). 

 i.e  u ( x , t ) = (c5cos px +c6 sin px) (c7 cos cpt +c8 sin cpt) 

Note 

 The boundary conditions are  

(i) u ( 0 , t ) denotes  displacement (or vibration)  at x=0 at any time t. 

(ii) u ( l , t )  denotes the displacement (or vibration) at x=l at any time t. 

 The Initial conditions are 

(iii) u ( x , 0 ) denotes the initial shape of the string at time t=0.  

(iv) 
t
u


  at time t=0., it is the initial velocity of the problem. 



 Almost in all the problems related to one dimensional wave equation 

two boundary conditions are zero . 

 Only one initial condition will be given in the problem, the other is 

assumed to be zero. 

 

SOLUTION OF WAVE EQUATION BY  

THE METHOD SEPARATION OF VARIABLE 

We know that one dimensional wave equation is 2

2
2

2

2

x
ya

t
y






  ------(1) 

let y=y(x,t)=X(x)T(t)-------(2) be the solution of the given equation , where 

X is a function of 'x' only and T is a function of 't' only. 

Differentiate (2) partially   w.r.t 'x' and 't',  two times , we get 

TX
x

y "2

2



  and "2

2

XT
t
y



  

Substituting these values in equation (1), we get 

XT"=a2X"T 

)(''''
2 sayK
Ta

T
X
X

  

By separating the variable  

K
X
X


''  

X"-KX=0-----(3) 

(D2-K)X=0 

K
Ta

T
2

''  

T"-Ka2T=0 --------(4) 

(D2-Ka2)T=0 

 

 The equations (3) and (4) are ordinary differential equation, the 

solution of which depends on the values of K are three cases arises. 

Case(i) 

Let K be positive, i.e K=p2  {Here p2 is always positive whether p is +ve or -

ve} 



(3)=>X"-p2X=0  

(D2-p2)X=0 

The auxiliary equation is M2-p2=0 

M=+p,-p 

P.I=0 

X=C1epx+C2e-px -----(5) 

(4)=>T"-p2a2T=0 

(D2-a2 p2)X=0 

The auxiliary equation is M2-a2p2=0 

M=+ap,-ap 

P.I=0 

T=C3eapt+C4e-apt-------(6) 

 

y(x,t)=( C1epx+C2e-px)( C3eapt+C4e-apt)   

Case(ii) 

Let K be a negative, i.e K=-p2  {Here p2 is always positive whether p is +ve 

or -ve} 

(3)=>X"+p2X=0  

(D2+p2)X=0 

The auxiliary equation is M2+p2=0 

M=+ip,-ip 

X=C5cospx+C6sinpx -----(7) 

(4)=>T"+p2a2T=0 

(D2+a2 p2)X=0 

The auxiliary equation is M2+a2p2=0 

M=+iap,-iap 

T=C7cospat+C8sinpat-------(8) 

Substitute equation (7) and (8) in (2), we get 

y(x,t)=( C4cospx+C6sinpx)( C7cospat+C8sinpat) 

 

Case(iii) 

Let K=0 

(3)=>X"=0  

D2X=0 

The auxiliary equation is M2=0 

M=0,0 

X=(C9x+C10)e0x -----(9) 

(4)=>T" =0 

D2T=0 

The auxiliary equation is M2=0 

M=0,0 

T=(C11t+C12)e0t-------(10) 

substitute equation (9) and (10) in (2), we get 

y(x,t)=( C9x+C10)( C11t+C12)  



     Thus depending upon the value of K, the various possible solution of  the 

wave equation are 

y(x,t)=( C1epx+C2e-px)( C3eapt+C4e-apt)-------(11)  

y(x,t)=( C4cospx+C6sinpx)( C7cospat+C8sinpat)-------(12) 

y(x,t)=( C9x+C10)( C11t+C12)-------(13) 

Now let us choose the solution which satisfy the boundary conditions of the 

given problem. 

 In general, in the problems of vibration of strings the two boundary 

or end conditions are y(0,t)=0 and y(l,t)=0 (always fixed), because at the 

ends x=0 and x=l, the string is fixed. 

 Hence to apply the above two boundary condition in the above 

solution, we have to select the correct one which is suitable for our 

problem. 

 

(I) Consider the solution (11) 

y(x,t)=( C1epx+C2e-px)( C3eapt+C4e-apt) ---(11) 

Apply the condition y(0,t)=0  in (11) 

sub x=0 in (11) 

y(0,t)=( C1e0+C2e0)( C3eapt+C4e-apt)  

0=( C1+C2)( C3eapt+C4e-apt)  

0=( C1+C2)-----(A)   ( C3eapt+C4e-apt  is not equal to zero)  

Apply the condition y(l,t)=0 in (11) 

sub x=l in (11) 

y(l,t)=( C1epl+C2e-pl)( C3eapt+C4e-apt)   

0=( C1epl+C2e-pl) ------(B)  ( C3eapt+C4e-apt is not equal to zero)  

Solving (A), (B), we get 

C1=0 and C2=0 

Substituting in (11), we get y(x,t)=0. 



(II) Consider the solution (13) 

y(x,t)=( C9x+C10)( C11t+C12)--(13) 

Apply the condition y(0,t)=0 in (13) 

sub x=0 in (13) 

y(0,t)=( C9.0+C10)( C11t+C12) 

0=( C10)( C11t+C12) 

0= C10----(D)    ( C11t+C12  is non zero) 

Apply the condition y(l,t)=0 in (13) 

sub x=l in (13) 

y(l,t)=( C9l+C10)( C11t+C12) 

0=( C9l)( C11t+C12)   (C10=0) 

0=C9l    ( C11t+C12 is non zero) 

0=C9-----(E)    ( l is non zero) 

Substituting  (D) and (E) in (13), we get 

y(x,t)=0 ,which is again a trivial solution 

therefore (13) is also not the correct solution 

Hence the correct solution is  

y(x,t)=( C4cospx+C6sinpx)( C7cospat+C8sinpat) 

 

Note:- 

 Simply for the vibration of string problem y must be periodic 

function of x and t. So we choose the solution which contains the 

trigonometric function. 

y(x,t)=( C4cospx+C6sinpx)( C7cospat+C8sinpat) 

 Here sin and cos are periodic functions. 

 

 

 



Boundary Value Problem 

 The boundary value problem has conditions specified at the extremes 

("boundaries") of the independent variables in the given differential 

equation. 

EXAMPLE:- 

y''+ay'+by=c, with y(t)=d, y'(s)=e, assume that x defined on [t,s] 

Here y is dependent variable and x is independent variable. 

The conditions y(t)=d, y'(s)=e are specified at the extremes namely s and t. 

Therefore it is a boundary value problem. 

 

Initial Value Problem 

 The initial value problem has all conditions specified at the same 

value (that value is the lower boundary of the domain, thus the  term 

"initial" value) of the independent variables in the given differential 

equation. 

EXAMPLE:- 

y''+ay'+by=c, with y(t)=d, y'(t)=e, assume that x defined on [t,s] 

Here y is dependent variable and x is independent variable. 

The conditions y(t)=d, y'(t)=e are specified at the same value t of 

independent variable x. 

Therefore it is a initial value problem. 

 

 In a differential equation, we get general solution which contains 

arbitrary constants and then we determine these constants from the given 

initial values. This type of problems are called initial value problem. 

 A solution of DE which satisfies some specified conditions at the 

boundaries are called boundary conditions. 



 Any D.E together with these boundary conditions are called boundary 

value problem. 

 

Problem:-01 

 A string is stretched and fastened to two points l apart. Motion is 

started by displacing the string in the form y=a sin (
l
x ) from which it is 

released at time t=0. Show that the displacement of any point at a distance 

x from one end at time t is given by y(x,t)= a sin (
l
x ) cos (

l
ct ) 

Solution:-  

 The one dimensional wave equation is 
m
T

x
uc

t
u







 2

2

2
2

2

2

c  where  --(1)
 

 Boundary  conditions are  

 y ( 0 , t )= 0------(2) 

 y  ( l , t )= 0------(3) 

 Initial conditions are 

 
0

0











tt
y

 
-------(4) 

 y ( x, 0 ) = a sin (
l
x )  ------(5) 

 The solution of  equation (1) is given by  
 

y ( x , t ) = (c1cos px +c2 sin px) (c3 cos cpt +c4 sin cpt) -------(6) 

 Apply  boundary condition (2) in equation (6), we have 

i.e Substitute x=0 in the equation (6), we have 

 y ( 0 , t ) = (c1cos 0 + c2 sin 0) (c3 cos cpt + c4sin cpt) 

 0 = (c1 +0) (c3 cos cpt +c4 sin cpt)  [ using the equation (2) ] 

 0 = (c1)  (c3 cos cpt +c4 sin cpt)  

   [since t is a variable, therefore c7 cos cpt +c8 sin cpt  0] 

  0=c1  



 Substitute the value of c5 in the equation (6), we have 
 

y ( x , t ) = (0. cos px +c2 sin px) (c3 cos cpt +c4 sin cpt) 

 y ( x , t ) = c2 sin px (c3 cos cpt +c4 sin cpt) --------(7) 

 Apply boundary condition (3) in the equation (7), we have 

i.e Substitute x=l in the equation (7), we have 

 y ( l , t ) = c2 sin pl (c3 cos cpt +c4 sin cpt)  

 0 =  c2 sin pl (c3 cos cpt +c4 sin cpt)  [using the equation (3) ] 

 0 = c2 sin pl   [ since t is a variable, therefore c3 cos cpt +c4 sin cpt   0 ] 

 0= sin pl   [ If c2=0, then y ( x , t ) = 0 , therefore c2 is nin 

zero] 

 sin n  =sin pl  [ we know that,  sin n  =0,  for all n=1,2,3.....] 

 n  = pl  for all n=1,2,3..... 

 
l

n  = p ,       for all n=1,2,3..... 

 Substitute the value of p in equation (7), we have 

 y ( x , t ) = c2 sin 
l

n x (c3 cos c
l

n t +c4 sin c
l

n t)   for all n=1, 2, 3,..... 

 y=y ( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t +c4 sin
l

cn t)     for all n=1,2,3....... 

          ---------(8) 

 Apply initial condition (4) in the equation (8), we have 

 Let us first differentiate  equation (8) partially  with respect to t, we 

have 

 
t
 y ( x , t ) = c2 sin 

l
n x (c3 

t
 cos 

l
cn t +c4 

t
 sin

l
cn t)  

          for all n=1,2,3... 

 t
 y ( x , t ) = c2 sin 

l
n x (-c3

cn
l  sin 

l
cn t +c4 

cn
l cos

l
cn t)  

          for all n=1,2,3...(9) 

 Now substitute t=0 in the above equation (9), we have 



 
t
 y ( x , t ) 0t = c2 sin 

l
n x (-c3

cn
l  sin 0 +c4 

cn
l cos 0)  for all 

n=1,2,3...  

 0= c2 sin 
l

n x (-c3
cn

l  sin 0 +c4 
cn

l cos 0)   for all n=1,2,3...  

        [ using the equation (iii)] 

 0= c2 sin 
l

n x ( 0 +c4 
cn

l )   for all n=1,2,3...     

 0= c2 c4 
cn

l
 sin 

l
n x  for all n=1,2,3...     

     [ since x is a variable, therefore sin px   0 ] 

 0= c2 c4 
cn

l
  for all n=1,2,3...      

     [ since 
cn

l   0, as l   0 and c   0] 

 0= c2 c4       

 0= c4        [  If c2 =0, then u ( x , t ) becomes zero, therefore c2   0] 

 Substitute c4 value in (8), we have 

 y( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t + 0 . sin
l

cn t)   for all n=1,2,3....... 

               y( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t )    for all n=1,2,3.......  

               y( x , t ) = c2 c3 sin 
l

n x  cos 
l

cn t    for all n=1,2,3....... --------(10) 

 The general solution is given by  

 y( x , t ) = 


1n
nb sin 

l
n x  cos 

l
cn t   where bn=c2c3. -------(11) 

 Apply initial condition (5) in the equation (11), we have 

i.e Substitute t=0 in equation (11), we have 

 y( x , 0 ) = 


1n
nb sin 

l
n x   

 a sin 
l
x   = 



1n
nb sin 

l
n x    



 a sin 
l
x +0+0....= b1 sin 

l
 x+ b2 sin 

l
2 x+......+ bn sin 

l
n x+.... 

 Equating the corresponding terms in the above equation, we have 

 a=b1,  and bn=0 for all n=2,3,4,....  

               Substitute the value of bn  for n=1,2,3.....   in the equation (11), we 

have 

 y( x , t ) = b1 sin 
l
 x  cos 

l
c t  + b2 sin 

l
2 x  cos 

l
c2 t  +..... 

 y( x , t ) = a sin 
l
 x  cos 

l
c t  + 0. sin 

l
2 x  cos 

l
c2 t  +..... 

 y( x , t ) = a sin 
l
 x  cos 

l
c t 

 
 Which is the required solution. 

 

Problem:-02 

 A tightly stretched string of length l with fixed ends is initially in 

equilibrium position. It is set vibrating by giving each point a velocity v0 

sin3 (
l
x ) . Find the displacement y ( x , t ). 

Solution:- 

 The one dimensional wave equation is 
m
T

x
uc

t
u







 2

2

2
2

2

2

c  where  --(1)
 

 Boundary  conditions are  

 y ( 0 , t )= 0------(2) 

 y  ( l , t )= 0------(3) 

 Initial conditions are 

 
y ( x, 0 ) =

 
0------(4) 

 
 )

l
x ( sin v 3

0
0













tt
y ------(5) 

  



 The solution of  equation (1) is given by  

 y ( x , t ) = (c1cos px +c2 sin px) (c3 cos cpt +c4 sin cpt) -------(6) 

 Apply  boundary condition (2) in equation (6), we have 

i.e Substitute x=0 in the equation (6), we have 

 y ( 0 , t ) = (c1cos 0 + c2 sin 0) (c3 cos cpt + c4sin cpt) 

 0 = (c1.1 +c2. 0) (c3 cos cpt +c4 sin cpt) [ using the equation (2) ] 

 0 = c1  (c3 cos cpt +c4 sin cpt)  

   [since t is a variable, therefore c3 cos cpt +c4 sin cpt  0] 

  0=c1  

 Substitute the value of c1 in the equation (6), we have 
 

y ( x , t ) = (0. cos px +c2 sin px) (c3 cos cpt +c4 sin cpt) 

 y ( x , t ) = c2 sin px (c3 cos cpt +c4 sin cpt) --------(7) 

 Apply boundary condition (3) in the equation (7), we have 

i.e Substitute x=l in the equation (7), we have 

 y ( l , t ) = c2 sin pl (c3 cos cpt +c4 sin cpt)  

 0 =  c2 sin pl (c3 cos cpt +c4 sin cpt)  [using the equation (3) ] 

 0 = c2 sin pl    

   [ since t is a variable, therefore c3 cos cpt +c4 sin cpt   0 ] 

 0= sin pl   [ If c2=0, then y ( x , t ) = 0 ] 

 sin n  =sin pl 

   [ we know that,  sin n  =0,  for all n=1,2,3.....] 

 n  = pl  for all n=1,2,3..... 

 
l

n  = p ,       for all n=1,2,3..... 

 Substitute the value of p in equation (7), we have 

 y ( x , t ) = c2 sin 
l

n x (c3 cos c
l

n t +c4 sin c
l

n t) for all n=1, 2, 3,..... 



 y ( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t +c4 sin
l

cn t)       for all n=1,2,3.......

          ---------(8) 

 Apply initial condition (4) in the equation (8), we have 

i.e Substitute t=0 in equation (8), we have 

 y( x , 0 ) = c2 sin 
l

n x (c3 cos 0  +c4 sin 0)       for all n=1,2,3.......  

 0  = c2 sin 
l

n x (c3 .1  +c4 .0)       for all n=1,2,3...... 

 .  [ using equation (4)] 

 0  = c2 c3 sin 
l

n x        for all n=1,2,3.......   

  0  = c2 c3    [ since x is a variable, therefore sin 
l

n x 0] 

 0=c3     

[ If c2=0, then y ( x , t ) becomes zero, it should not be zero, therefore c2 0] 

 Substitute the value of c3 in equation (8), we have  

 y ( x , t ) = c2 sin 
l

n x ( 0 . cos 
l

cn t +c4 sin
l

cn t)       for all n=1,2,3....... 

 y ( x , t ) = c2 sin 
l

n x (c4 sin
l

cn t)       for all n=1,2,3.......   

 y ( x , t ) = c2 c4 sin 
l

n x sin
l

cn t       for all n=1,2,3.......  

 The general solution is given by  

 y ( x , t ) = 


1n
nb sin 

l
n x sin

l
cn t    where  bn= c2 c4   ---------(9) 

 Apply initial condition (5) in the equation (9), we have 

 Let us first differentiate  equation (9) partially  with respect to t, we 

have 

 
t
 y ( x , t ) = 



1n
nb sin 

l
n x 

t
 sin

l
cn t     



 
t
 y ( x , t ) = 



1n
nb sin 

l
n x 








l
cn cos

l
cn t      ---------(10) 

 Substitute t=0 in the above equation (10), we have 

 
t
 y ( x , t ) 

0t
= 



1n
nb sin 

l
n x 








l
cn cos

 
0   

               v0 sin3 (
l
x )   =



1n
nb 








l
cn sin 

l
n x  [ using the equation (5) ] 

 4
3sinsin3sin3    

               v0 
4

3sinsin3
l
x

l
x 


  =



1n
nb 








l
cn sin 

l
n x 

               l
x

l
xv  3sin

4
vsin

4
3 00 

  = 







l
c b1 sin l



x+ 







l
c2  b2 sin 

l
2 x 

                                                                  + 







l
c3  b3 sin 

l
3 x+.......... 

 Equating the corresponding terms on both sides of the above 

equation, we have 

 
l

cbv 
1

0

4
3

  (equating the coefficient of  
l

xsin on both sides) 

 => 1
0

4
3 b

c
lv



  and  

b2=0  (equating the coefficient of  
l
x2sin on both sides) 

 -
l
cb 3

4
v

3
0  (equating the coefficient of  

l
x3sin on both sides) 

 =>- 3
0

12
v b
c

l



 

 0 = b 4= b 5=...... 

 Substitute all the bi values in the equation (9), we have 

 y ( x , t ) = b1 sin 
l
 x sin

l
c t  +  b2 sin 

l
2 x sin

l
c2 t  



                             + b3 sin 
l
3 x sin

l
c3 t   +b4 sin 

l
4 x sin

l
c4 t  +........  

 y ( x , t ) =
c
lv

4
3 0 sin 

l
 x sin

l
c t  + 0.  sin 

l
2 x sin

l
c2 t  

                            -
c

l
12

v 0  sin 
l
3 x sin

l
c3 t  + 0 . sin 

l
4 x sin

l
c4 t  +........  

 y ( x , t ) =
c
lv

4
3 0 sin 

l
 x sin

l
c t  -

c
l

12
v 0  sin 

l
3 x sin

l
c3 t    

 Which is the required solution. 

 

 

 

 

 

Note:- 

 

  Y 

 B' ( l /3 , a ) 

 

 

   C  A 

                            X 

  O( 0 , 0) B 

 

       C ' ( 2 l / 3, -a ) 

Equation of the line OB'  

 It is a line joining two points  O( 0, 0) and B' ( l/3, a) 

 Therefore it is given by  
12

1

12

1

yy
yy

xx
xx



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
  
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 => y
l
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
3  where 0 < x < l/3 

Equation of the line B'C'  

 It is a line joining two points  B' ( l/3, a) and C' (2l/3, -a) 

 Therefore it is given by  
12
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1
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yy
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xx
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

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
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 => y
l
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

 )2(3 where  l/3  < x <  2l/3. 

Equation of the line C'A  

 It is a line joining two points   C' (2l/3, -a) and A ( l, 0 ) 

 Therefore it is given by  
12
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xx






  

 
)(0
)(

3/2
3/2

a
ay

ll
lx






  

 => 
a

ay
ll
lx 





23
23   



 => ya
l

alx


 )23(   

 =>- y
l

laalx


 )23(  

 => y
l

lalaxa


 23  

 => y
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 )(3 where 2l/3  < x <  l.  

 i.e y ( x ) = 
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Problem:-03 

 A point of trisection of a string are pulled aside through the same 

distance on opposite sides of the position of equilibrium and the string is 

released from rest. Derive an expression for the displacement of the string 

at subsequent time and show that the mid point of the string always 

remains at rest. 

Solution:- 

 Let us draw the initial position of the string as follows 

  Y 

           B' ( l /3 , a ) 

 

  

        O( 0 , 0)                      B(l/3,0) C(2l/3,0) A 

                            X 

                



 

       C ' ( 2 l / 3, -a ) 

 Let B and C be the points of trisection of the string OA whose length is 

l. 

 Initial position of the string is OB'C'A, where BB'=CC'=a. 

  The one dimensional wave equation is 
m
T

x
uc

t
u







 2

2

2
2

2

2

c  where  -(1) 

 Boundary  conditions are  

 y ( 0 , t )= 0------(2) 

 y  ( l , t )= 0------(3) 

 Initial conditions are 

 
0

0











tt
y

 
-------(4) 

 y ( x , 0 ) = 























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lxl

lx

lx
l
a

xl
l
a

x
l
a

3
2

3
2

3

3
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)2(3
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 ------(5) 

 The solution of  equation (1) is given by  

 y ( x , t ) = (c1cos px +c2 sin px) (c3 cos cpt +c4 sin cpt) -------(6) 

 Apply  boundary condition (2) in equation (6), we have 

i.e Substitute x=0 in the equation (6), we have 

 y ( 0 , t ) = (c1cos 0 + c2 sin 0) (c3 cos cpt + c4sin cpt) 

 0 = (c1 +0) (c3 cos cpt +c4 sin cpt)  [ using the equation (2) ] 

 0 = c1  (c3 cos cpt +c4 sin cpt)  

   [since t is a variable, therefore c7 cos cpt +c8 sin cpt  0] 

  0=c1  

 Substitute the value of c1 in the equation (6), we have 
 

y ( x , t ) = (0. cos px +c2 sin px) (c3 cos cpt +c4 sin cpt) 



 y ( x , t ) = c2 sin px (c3 cos cpt +c4 sin cpt) --------(7) 

 Apply boundary condition (3) in the equation (7), we have 

i.e Substitute x=l in the equation (7), we have 

 y ( l , t ) = c2 sin pl (c3 cos cpt +c4 sin cpt)  

 0 =  c2 sin pl (c3 cos cpt +c4 sin cpt)  [using the equation (3) ] 

 0 = c2 sin pl    

   [ since t is a variable, therefore c3 cos cpt +c4 sin cpt   0 ] 

 0= sin pl   [ If c2=0, then y ( x , t ) = 0 ] 

 sin n  =sin pl  [ we know that,  sin n  =0,  for all n=1,2,3.....] 

 n  = pl  for all n=1,2,3..... 

 
l

n  = p ,       for all n=1,2,3..... 

 Substitute the value of p in equation (7), we have 

 y ( x , t ) = c2 sin 
l

n x (c3 cos c
l

n t +c4 sin c
l

n t)  for all n=1, 2, 3,..... 

 y ( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t +c4 sin
l

cn t)    for all n=1,2,3...--(8) 

 Apply initial condition (4) in the equation (8), we have 

 Let us first differentiate  equation (8) partially  with respect to t, we 

have 

 
t
 y ( x , t ) = c2 sin 

l
n x (c3 

t
 cos 

l
cn t +c4 

t
 sin

l
cn t)   

         for all n=1,2,3... 

 t
 y ( x , t ) = c2 sin 

l
n x (c3

l
cn  sin 

l
cn t +c4 

l
cn cos

l
cn t)   

         for all n=1,2,3...(9) 

 Now substitute t=0 in the above equation (9), we have 

 
t
 y ( x , t ) 0t = c2 sin 

l
n x (c3

l
cn  sin 0 +c4 

l
cn cos 0)   for all n=1,2,3...  

 0= c2 sin 
l

n x (c3
l

cn  sin 0 +c4 
l

cn cos 0)   for all n=1,2,3...  



      [ using the equation (iii)] 

 0= c2 sin 
l

n x ( 0 +c4 
l

cn )   for all n=1,2,3...     

 0= c2 c4 
l

cn
 sin 

l
n x  for all n=1,2,3...     

 0= c2 c4 
l

cn
 for all n=1,2,..[ since x is a variable, therefore sin px   0 ] 

 0= c2 c4      [ since 
l

cn   0, as l   0 and c   0] 

 0= c4        [  If c2 =0, then y ( x , t ) becomes zero, therefore c2   0] 

 Substitute c4 value in (8), we have 

 y( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t + 0 . sin
l

cn t) for all n=1,2,3....... 

               y( x , t ) = c2 sin 
l

n x (c3 cos 
l

cn t )   for all n=1,2,3.......  

               y( x , t ) = c2 c3 sin 
l

n x  cos 
l

cn t    for all n=1,2,3....... --------(10) 

 The general solution is given by  

 y( x , t ) = 


1n
nb sin 

l
n x  cos 

l
cn t   where bn=c2c3. ---------(11) 

 Apply initial condition (5) in the equation (11), we have 

i.e Substitute t=0 in equation (11), we have 

 y( x , 0 ) = 


1n
nb sin 

l
n x  cos 0   where bn=c2c3.  

 y( x , 0 ) = 


1n
nb sin 

l
n x     where bn=c2c3.  

 =>
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
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
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 =


1n
nb sin 

l
n x  

=>f(x)=


1n
nb sin 

l
n x, 0<=x<=l 



To find the value of bn  ,  

We have to apply Fourier sine series over interval ( 0 , l ). 
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 Substitute the value of bn in (11), we have 

y( x , t ) =  





1

22 3
sin)1(118

n

n n
n

a 


sin 
l

n x  cos 
l

cn t    

y( x , t ) =  
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
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22 3
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a 
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 Which is the required solution  

 

 

 

 

 



Problem:-04 

Derive the D' Alembert's  Solution of  Wave Equation 

Solution:- 

Consider the one dimensional wave equation 2

2
2

2

2

x
yc

t
y






 -----(1) 

Let 
x

D
t

D







 '&  

 Hence equation (1) can be written as(D2-c2D'2)y=0 

y=y(x,t)=c.f+p.i 

To c.f 

The A.E is 

m2-c2=0    (replace D by m and D' by 1) 

m=+c,-c 

The general solution of wave equation is C.F=f(x+ct)+g(x-ct) 

P.I =0 

y(x,t)=f(x+ct)+g(x-ct)+0=f(x+ct)+g(x-ct)-------(2) 

where f and g are arbitrary function. 

Suppose  initially  

y(x,0)= )(x  -----(3)and  

0),(
0





tt
txy

----(4) 

Apply (3) on (2) 

sub t=0 in (2)
 

y(x,0)=f(x)+g(x) 

 )(x =f(x)+g(x)    [using (3) 

i.e f(x)+g(x)= )(x ------(5) 

Apply (4) on (2), we get 

Let us first differentiate(2) p.w.t 't' 



 )()(),( '' ctxgctxfc
t

txy



  

substitute t=0 on both sides 

 )()(),( ''

0
xgxfc

t
txy

t






 

 )()(0 '' xgxfc      (using (4)) 

0)()( ''  xgxf  

Integrating on both sides, we get 

f(x)-g(x)=k-------(6) 

From equation (5) & (6), we have 

f(x)= 2/))(( kx   and g(x)= 2/))(( kx    

Therefore equation (2) can be written as 

y(x,t)= 2/))(( kctx  + 2/))(( kctx   

This is the D'Alembert's solution of one dimensional wave equation. 

 

    EXERCISE    

1. A tightly stretched string with fixed ends points x=0 and x=l is 

initially in a position given by y= y0 sin3 (
l
x ) , If it is released from the rest 

from this position, find the displacement  y(x,t).   Hint. sin3 (
l
x ) =

4

3sinsin3
l
x

l
x 


 

2.  A string is stretched and fastened at two points ݔ = ݔ ݀݊ܽ 0 = ݈ 

apart. Motion is  

started  by displacing the string into the form ݕ = ݔ݈)݇ −  ଶ) from which itݔ

is released at time t=0. Find the displacement of any point on the string at a 

distance of x from one end at time t.  



3.  A tightly stretched string of length 2 ݈ is fastened at both ends. The 

midpoint of the string is displaced by a distance `b’ transversely and the 

string is released from rest in this position. Find an expression for the 

transverse displacement of the string at any time during the subsequent 

motion. 

4.      Find the displacement of any point of a string, if it is of length 2l and 

vibrating between fixed end points with initial velocity zero and initial 

displacement given by  

 

 

 

 

5.      A tightly stretched string with fixed end points x=0 and x=l is initially 

at rest in its equilibrium position. If it is set vibrating given each point a 

velocity )( xlx  then show that y(x,t)=
l

tna
l
xn

na
l

n



 sinsin18

4
.5,3,1

4

2




. 

6.       A string of length l, at time t=0, the string is given a shape defined by 

f(x)=kx2(l-x) where k is a constant and then released from rest. Find the 

displacement of any point of the string at any time t>0. 
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ONE - DIMENSIONAL HEAT FLOW 

 Consider a homogeneous bar of uniform cross-section   (cm2). 

 Suppose that the sides are covered with a material impervious to 

heat so that the stream lines of heat flow are all parallel and perpendicular 

to the area  .Take one end of the bar as origin and the direction of flow ass 

the positive  x-axis 

 Let p be the density , s be the specific heat and k the thermal 

conductivity 

The one dimensional heat flow equation is given by 

s
k

x
ua

t
u







 2

2

2
2 a  where

----(1) 

 

 

Problem:-01 

          Derive the solution of one dimensional  heat equation by the method of 

separation of  variable. 

Solution:-  

W.k.t the one dimensional heat equation is 2

2
2

x
ua

t
u






 ------(1) 

Let u=X(x)T(t)------(2) be the solution of (1) , where X is a function x alone 

and T is a function of t alone. 

Differentiate (2) partially w.r.t 't' , we get 'XT
t
u



 -------(3) 

Differentiate (2) partially w.r.t 'x' twice, we get TX
x
u "2

2



 -------(4) 

Substitute (3) and (4) in (1), we get 

XT'=a2X"T 

k
X
X

Ta
T  "'
2 (say)------(5) 



k
Ta

T
2

'  

TkaT 2'  

T'-ka2T=0------(6) 

k
X
X


"  

X”=kX 

X"-kX=0-----(7) 

The equations (6) and (7) are ordinary differential equations, the solution 

of which depend on the value of k. 

Case (i) 

Let k=0  

Equation (6) and (7) becomes 

(6) =>T'-ka2T=0 

T'=0 

dT/dt=0 

Integrate on both sides , T=C1-----(8) 

(7)=> X"-kX=0 

X"=0 

Integrate on both sides, X'=C2 

Integrate again, X=C2x+C3------(9) 

 

Therefore u(x,t)=C1(C2x+C3) 

 

Case (ii) 

Let k be positive, i.e k=p2  (k is always positive irrespective of the value of p 

is +ve  

or -ve) 

(6)=> T'-p2 a2T=0 

022  Tap
dt
dT   

dtap
T
dT 22  

Log T=p2a2t+logC4 

T= 4
22 log Ctape   

T= tapeC
22

4 --------(10) 

(7)=> X"-p2 X=0 

The A.E is m2-p2=0 

m=p,-p 

X=C5epx+C6e-px--------(11) 

Therefore u(x,t)= tapeC
22

4 ( C5epx+C6e-px) 



 

Case (III) 

Let K be negative, i.e k=-p2  (k is always negative irrespective of the value of 

p is +ve or -ve) 

(6)=> T'+p2 a2T=0 

022  Tap
dt
dT   

dtap
T
dT 22  

Log T=-p2a2t+logC7 

T= 7
22 log Ctape   

T= tapeC
22

7
 --------(12) 

(7)=> X"+p2 X=0 

The A.E is m2+p2=0 

m=pi,-pi 

X=C8cospx+C9sin px--------(13) 

Therefore u(x,t)= tapeC
22

7
  ( C8cospx+C9sin px)  

From the above three cases, we have the following set of possible solutions 

for one dimensional heat flow equation. 

(i)   u(x,t)=C1(C2x+C3) 

(ii)  u(x,t)= tapeC
22

4 ( C5epx+C6e-px)  

(iii) u(x,t)= tapeC
22

7
  ( C8cospx+C9sin px)  

 The solution (iii) is the only suitable solution of the heat equation. 

 

Problem:-02 

 Solve the equation 2

2

x
u

t
u






 with boundary conditions u ( x , 0 ) = 3 

sin n  x, 

 u ( 0 , t ) = 0 and u ( 1 , t ) = 0, where 0 < x < 1,  t > 0.  

Solution:- 

 The given one dimensional heat equation is 2

2

x
u

t
u






 -(1)where c2=1 

 The solution of the one dimensional heat equation  (1) is  



tpcepxcpxctxu
22

)sincos(),( 21
       -------(2) 

 Given boundary conditions are 

 u ( 0 , t ) = 0 -------(3)  and  

  u ( 1 , t ) = 0 -------(4)  

 u ( x, 0 ) = 3 sin n  x --------(5)       where 0 < x < 1, t > 0. 

 Apply  the equation (3) in (2), we have 

i.e Substitute  x=0 in the equation (2), we have  

 tpcecctu
22

)0sin0cos(),0( 21
  

 tpcecc
22

)0.1.(0 21
   [ Using the equation (3) ] 

 tpcec
22

.0 1
    [ since t is a variable, therefore 0

22

 tpce  ] 

  10 c             

 Substitute the value of c1 in equation (2), we have 

 tpcepxcpxtxu
22

)sincos.0(),( 2
  

 tpcepxctxu
22

)sin(),( 2
  

 tpcepxctxu
22

sin),( 2
       --------(6) 

 Apply the equation (4) in (6), we have 

i.e Substitute x=1 in the equation (6), we have 

 tpcepctu
22

sin),1( 2
  

 tpcepc
22

sin0 2
    [ Using equation (4) ] 

 pc sin0 2    [ since t is a variable, therefore 0
22

 tpce  ] 

 psin0    

[ If c2 =0 , then u(x,t) becomes zero, it should not be zero, therefore  c2 0 ] 

 sin n  =sin p  [ we know that,  sin n  =0,  for all n=1,2,3.....] 

 => n =p, for n=1,2,3.... 

  i.e p= n , for n=1,2,3.... 

 Substitute the value of p in the equation (6), we have 



 tncexnctxu
222

sin),( 2
   for all n=1,2,3....   ---------(7) 

 The general solution is  

 tnc
n exnbtxu

222

sin),(    for n=1,2,3,...., where bn=c2 -------(8) 

 The complete solution is  

 tnc
n

n
exnbtxu

222

sin),(
1

 



      --------(9) 

 Apply the equation (5) in (9), we have 

i.e Substitute t=0 in the equation (9), we have 

 0

1
sin)0,( exnbxu n

n






  

 3 sin n  x xnbn
n

sin
1





  

..)1sin(                
sin.....2sinsinsin3

1

21




 xnb
xnbxbxbxn

n

n


  

b1=0  (compare xsin ) 

b2=0  (compare x2sin ) 

; 

3=bn (compare xnsin ) 

0=bn+1 (compare xn )1sin(  ) 

. 

 

 Substitute the value of bn in the equation (9), we have 

   tnc
n

tctc exnbexbexbtxu
222222222

sin.......2sinsin),( 2
2

1
1

   

 tncexntxu
222

sin3),(   , where c2=1 

 
tnexntxu

22

sin3),(   , 

 Which is the required solution . 

 

 

 



 

Problem:-03 

Solve 2

2
2

x
uc

t
u






 Subject to the boundary condition u(0,t)=0, u(l,t)=0 & 

u(x,0)=x. 

Solution:- 

The given one dimensional heat equation is 2

2
2

x
uc

t
u






   -------(1) 

 The solution of the one dimensional heat equation  (1) is  
tpcepxcpxctxu

22

)sincos(),( 21
       -------(2) 

 Given boundary conditions are 

 u ( 0 , t ) = 0 -------(3)  and  

  u ( l , t ) = 0 -------(4)  

 u ( x, 0 ) =  x --------(5)       

 Apply  the equation (3) in (2), we have 

i.e Substitute  x=0 in the equation (2), we have  

 tpcecctu
22

)0sin0cos(),0( 21
  

 tpcecc
22

)0.1.(0 21
   [ Using the equation (3) ] 

 tpcec
22

.0 1
    [ since t is a variable, therefore 0

22

 tpce  ] 

  10 c             

  

Substitute the value of c1 in equation (2), we have 

 tpcepxcpxtxu
22

)sincos.0(),( 2
  

 tpcepxctxu
22

)sin(),( 2
  

 tpcepxctxu
22

sin),( 2
       --------(6) 

 Apply the equation (4) in (6), we have 

i.e Substitute x=l in the equation (6), we have 



 tpceplctlu
22

sin),( 2
  

 tpceplc
22

sin0 2
    [ Using equation (4) ] 

 plc sin0 2    [ since t is a variable, therefore 0
22

 tpce  ] 

 plsin0      

[ If c2 =0 , then u(x,t) becomes zero, it should not be zero, therefore  c2 0 ] 

 sin n  =sin pl  [ we know that,  sin n  =0,  for all n=1,2,3.....] 

 => n =p,  

  i.e p= 
l
n , n=1,2,3..... 

 Substitute the value of p in the equation (6), we have 

 tncexnctxu
222

sin),( 2
   for all n=1,2,3....   ---------(7) 

 The general solution is  

 tnc
n e

l
xnbtxu

222

sin),(    for n=1,2,3,...., where bn=c2 --------(8) 

 The complete solution is  

 tnc
n

n
e

l
xnbtxu

222

sin),(
1

 



      --------(9) 

 Apply the equation (5) in (8), we have 

i.e Substitute t=0 in the equation (9), we have 

 0

1
sin)0,( e

l
xnbxu n

n






  

 
l
xnbx n

n

sin
1






------(*) 

Expand LHS of the above equation in a half range Fourier series over the 

interval (0,l).
 

bn=  
ll

dx
l
xnx

l
dx

l
xnxf

l 00

sin2sin)(2    



bn=    

lx

xl
n

l
xn

l
n

l
xn

x
l




























































0
2

22

sin
.1

cos2








 

bn=

lx

x

n
l
xnl

n
l
xnlx

l





























































0

22

2 sincos2








  

bn=

lx

x

n
l
xnl

n
l
xnlx

l





























































0

22

2 sincos2








 

bn=











































 22

22

22

22 0sin0cos.0.sincos2






n

l
n

l
n

nl
n

nl
l

 

bn=





















n
nl

l
cos2 2

   
0sin n  for all n=1,2,3.... 

bn=



n

nl cos2
   

nn )1(cos   for all n=1,2,3.... 

bn=
n

l n)1(2   

bn=
n

l n 1)1(2 

where n=1,2,3......
 

Substitute in (9), we have 

tnc
n

n

e
l
xn

n
ltxu

222

sin)1(2),(
1

1










    

Which is the required solution .  

 

 

Problem:-04  

 Find the solution to the equation 
2

2
2

x
u

t
u








 that satisfies the 

conditions (i) u(0,t)=0 (ii) u(l,t)=0 for t>0 and (iii) u(x,0)= 







lxlxl
lxx

2/
2/0  



Solution:- 

The one dimensional heat equation is 
2

2
2

x
u

t
u








  

The boundary conditions are   

(i)   u(0,t)=0 for t>0 

(ii)  u(l,t)=0 for t>0 

 (iii) u(x,0)= 







lxlxl
lxx

2/
2/0  

The solution of one dimensional heat equation is  

u(x,t)=(Acos px +B sin px) tpe
22 ---------(1) 

Apply condition (i) on (1), we get 

Sub t=0 in (1), we get 

u(0,t)=(Acos 0 +B sin 0) tpe
22  

0=(A ) tpe
22  

0=A     [ tpe
22  is non zero] 

Sub the value of A in (1), we get 

u(x,t)=B sin px tpe
22 ---------(2) 

Apply condition (ii) on (2), we get 

Sub x=l in (2), we get 

u(l,t)=B sin pl tpe
22  

0=B sin pl tpe
22  

0=B sin pl    [ tpe
22  is non zero] 

0=sin pl   [ B cannot be zero ] 

sin n =sin pl, for n=1,2,3,.... 

pl= n , for n=1,2,3... 

p=
l
n for n=1,2,3... 

Sub the value of p in (2) , we get 



u(x,t)=B sin 
l
nx  2

222

l
tn

e



---------(3)  for  n=1,2,3... 

The most general solution is  

u(x,t)= 


1n
nB sin 

l
nx  2

222

l
tn

e



---------(4) 

Applying condition (iii) on (4) ,we get 

Sub t=0 in (4), we get 

u(x,0)= 


1n
nB sin 

l
nx  0e  

 u(x,0)=f(x)= 


1n
nB sin 

l
nx , where  u(x,0)= 








lxlxl
lxx

2/
2/0  

To find Bn 

 Use half range Fourier sine series over the interval 0<x<l, we get 

 Bn= 
l

dx
l
xnxf

l 0

sin)(2   

Bn=  
l

l

l

dx
l
xnxf

l
dx

l
xnxf

l 2/

2/

0

sin)(2sin)(2   

 Bn=  
l

l

l

dx
l
xnxl

l
dx

l
xnx

l 2/

2/

0

sin)(2sin2   

Bn=

l

l

l

l
n

l
xn

l
n

l
xn

xl
l

l
n

l
xn

l
n

l
xn

x
l

2/
2

22

2/

0
2

22

sin
).1(

cos
)(2sin

.1
cos2























































 
























































 

















 

Bn=
































































































 

2

22

2

22

0sin.10cos)0(2
sin

.12
cos

)2/(2

l
n

l
n

l
n

n

l
n

xn

l
l 







 

     





















































 









































2

22

2

22
2

sin
).1(2

cos
)2/(sin).1(cos)(2

l
n

n

l
n

n

ll

l
n

n

l
n

nll
l 











  



Bn=





















































 

22

22

2
sin

.
2

2
cos2









n

nl

n

xnl

l

























































2

22
2

sin
.2

cos
)2/(2

l
n

n

l
n

n

l
l 







 

Bn=




















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Sub Bn in (4), we get 

u(x,t)= 


1n
22

2
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n
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

1n
22
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2
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l
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Which is the required solution.  

 

STEADY STATE CONDITIONS 

 Steady state condition in heat flow means that the temperature at 

any point in the body does not vary with time. i.e it is independent of time t. 

 

Problem:-01 

 Derive the solution of one dimensional heat flow equation under 

steady state. 

Solution:- 

The one dimensional heat equation is 
2

2
2

x
u

t
u








 ---------(1) 

Let us assume the steady state conditions prevails. 



In steady state condition, the temperature(u)  is depend only on x 

and not on t. 

Hence 0



t
u -----(2) 

Sub (2) in (1), we get 02

2





x
u -------(3) 

Integrate (3) w.r.t x, we get 

a
x
u



  

 Integrate again w.r.t x, we get 

 u(x)=ax+b------(4),where a and b are arbitrary constant. 

 Which is the required general solution.  

 

Problem:-02(steady state and zero boundary conditions) 

 A rod of 30cm long has its ends A and B kept at 20o and 80o 

respectively until steady state conditions prevails. The temperature at each 

end is then suddenly reduced to 00c, and kept so. Find the resulting 

temperature u(x,t) taking x=0 at A. 

Solution:- 

 The temperature function u(x,t) is the solution of the one 

dimensional heat equation 

2

2
2

x
u

t
u








 -------(1) 

 When the steady state condition prevails  

In steady state condition, the temperature is depend only on x and 

not on t. 

Hence 0



t
u      20oC                        80oC 

Sub (1), we get 02

2





x
u           A <-------30cm---------->     B 

Integrate  w.r.t x, we get 

 



a
x
u



  

 Integrate again w.r.t x, we get 

 u(x)=ax+b------(2), where a and b are arbitrary constant. 

At the end A (x=0) 

Since the temperature is 20o  

u (0)=20----(*),  

Apply(*) on (2), we have 

sub x=0 in (2) 

 u(0)=a.0+b 

 20=b    [use (3)] 

 Sub the value of b in (2), we have 

 u(x)=ax+20------(3) 

At the end B (x=30) 

Since the temperature is 80o 

u(30)=80---(**) 

Apply(**)on (3), we have 

sub x=30 in (3) 

 u(30)=30a+20 

 80=30a+20 

 a=2 

 Sub  the value of a in (3), we have 

 u(x)=2x+20------(4) 

 Hence the boundary and initial conditions are  

(i) u(0,t)=0 for all t>0  (at the end A) 

(ii) u(30,t)=0 for all t>0   (at the end B) 

(iii) u(x,0)=2x+20 

 Now the suitable solution which satisfies our boundary conditions is 

given by 



u(x,t)=(Acos px +B sin px) tpe
22 -------(5) 

Apply condition (i) on (5), we get 

Sub x=0 in (5) 

u(0,t)=(Acos 0 +B sin 0) tpe
22  

0=(A )  [ tpe
22 is non zero] 

Sub the value of A in (5), we get 

u(x,t)=(B sin px) tpe
22 -------(6) 

Apply condition (ii) on (6) , we get 

Sub x=30, we get 

u(30,t)=(B sin 30p) tpe
22  

0=(B sin 30p)  [ tpe
22 is non zero] 

0=sin 30p  [ B cannot be zero] 

sin n =sin 30p, for n=1,2,3,.... 

30p= n , for n=1,2,3... 

p=
30
n for n=1,2,3... 

Sub the value of p in (6) , we get 

u(x,t)=B sin 
30
nx  2

222

30
tn

e



---------(7)  for  n=1,2,3... 

The most general solution is  

u(x,t)= 


1n
nB sin 

30
nx  2

222

30
tn

e



---------(8) 

Applying condition (iii) on (8) ,we get 

Sub t=0 in (8), we get 

u(x,0)= 


1n
nB sin 

30
nx  0e  

 f(x)=2x+20= 


1n
nB sin 

30
nx   

To find Bn 



 Use half range Fourier sine series over the interval 0<x<30, we get 
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Sub Bn value in (8), we get 
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Which is the required solution. 

 

 

Problem-02(steady state and zero boundary conditions) 

 An insulated end of length l has its ends A and B kept at aO and bO 

Celsius respectively until steady state conditions prevails. The temperature 



at each end is suddenly reduced to zero degree Celsius and kept so. Find 

the resulting temperature at any point of the rod taking the end A as origin. 

Solution:- 

 The temperature function u(x,t) is the solution of the one 

dimensional heat equation 

2

2
2

x
u

t
u








 -------(1) 

 When the steady state condition prevails  

In steady state condition, the temperature is depend only on x and 

not on t. 

Hence 0



t
u      aoC                        boC 

Sub (1), we get 02

2





x
u           A <-------lcm---------->     B 

Integrate  w.r.t x, we get  

a
x
u



  

 Integrate again w.r.t x, we get 

 u(x)=ax+b------(2), where a and b are arbitrary constant. 

At the end A 

 x=0 and u (0)=ao, apply this condition on (2), we have 

 u(0)=a.0+b 

 ao=b 

 Sub the value of b in (2), we have 

 u(x)=ax+ao------(3) 

At the end B 

 x=l and u(l)=bo, apply this condition on (3), we have 

 u(l)=la+ao 

 bo=la+ao 

 a=(bo-ao)/l 

 



 Sub  the value of a in (3), we have 

 u(x)=(bo-ao)x/l +ao------(4) 

 Hence the boundary and initial conditions are  

(i) u(0,t)=0 for all t>0 

(ii) u(l,t)=0 for all t>0 

(iii) u(x,0)= (bo-ao)x/l +ao 

 Now the suitable solution which satisfies our boundary conditions is 

given by 

u(x,t)=(Acos px +B sin px) tpe
22 -------(5) 

Apply condition (i) on (5), we get 

Sub x=0 in (5) 

u(0,t)=(Acos 0 +B sin 0) tpe
22  

0=(A )  [ tpe
22 is non zero] 

Sub the value of A in (5), we get 

u(x,t)=(B sin px) tpe
22 -------(6) 

Apply condition (ii) on (6) , we get 

Sub x=l, we get 

u(l,t)=(B sin lp) tpe
22  

0=(B sin lp)  [ tpe
22 is non zero] 

0=sin lp  [ B cannot be zero] 

sin n =sin lp, for n=1,2,3,.... 

lp= n , for n=1,2,3... 

p=
l
n for n=1,2,3... 

Sub the value of p in (6) , we get 

u(x,t)=B sin 
l
nx  2

222

l
tn

e



---------(7)  for  n=1,2,3... 

The most general solution is  



u(x,t)= 


1n
nB sin 

l
nx  2
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l
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e



---------(8) 

Applying condition (iii) on (8) ,we get 

Sub t=0 in (8), we get 

u(x,0)= 


1n
nB sin 

l
nx  0e  

 u(x,0)= 


1n
nB sin 

l
nx , where  u(x,0)=(bo-ao)x/l +ao 

 To find Bn 

 Use half range Fourier sine series over the interval 0<x<30, we get 
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Sub Bn value in (8), we get 
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Which is the required solution. 

 

Problem:-01(Steady state conditions and Non-Zero boundary conditions)  

 The end  A and B of a rod 30cm long have their temperature kept at 

20o and the another end at 80o until the steady state condition prevails. The 

temperature of the end B is suddenly reduced to 60o and kept to while the 

end A is raised to 40o. Find the temperature distribution in the rod after 

time t. 

Solution:- 

 The temperature function u(x,t) is the solution of the one 

dimensional heat equation 

2

2
2

x
u

t
u








 -------(1) 

The solution may be u(x,t)=us(x)+ut(x,t)------(2) 

Steady state condition-1 

                     A                          B 

1 

                    x=0                     x=30 

                   u=20                   u=80  

(i) u(0)=20     (ii)  u(30)=80 

u(x)=ax+b 

apply (i), we get 

u(0)=b 

20=b 

Steady state condition-2 

 A                             B 

 

 

                       x=0                     x=30 

                     u=40                   u=60            

(i) u(0)=40     (ii)  u(30)=60 

u(x)=ax+b 

apply (i), we get 

u(0)=b 



Sub the value of b, we get 

u=ax+20 

Aplly (ii), we get 

U(30)=30a+20 

80=30a+20 

a=2 

Sub the value of a, we get 

u(x)=2x+20 

40=b 

Sub the value of b, we get 

u=ax+40 

Aplly (ii), we get 

U(30)=30a+40 

60=30a+40 

a=2/3 

Sub the value of a, we get 

us(x)=2x/3+40 

Substitute the above values in (2), we get 

u(x,t)=2x/3+40+ut(x,t)---------(3) 

The boundary conditions are 

(a)  u(0,t)=40, for t>0 

(b)  u(30,t)=60, for t>0 

(c) u(x,0)=2x+20 

Now the suitable solution which satisfies our boundary conditions is given 

by 

u(x,t)=2x/3+40+(Acos px +B sin px) tpe
22 -------(4) 

Apply condition (i) on (4), we get 

Sub x=0 in (4) 

u(0,t)=40+(Acos 0 +B sin 0) tpe
22  

40=(A+40 )  [ tpe
22 is non zero] 

A=0 

Sub the value of A in (4), we get 

u(x,t)=2x/3+40+(B sin px) tpe
22 -------(5) 

Apply condition (ii) on (5) , we get 

Sub x=30, we get 

u(30,t)=20+40+(B sin 30p) tpe
22  



60=60+(B sin 30p)  [ tpe
22 is non zero] 

0=sin 30p  [ B cannot be zero] 

sin n =sin 30p, for n=1,2,3,.... 

30p= n , for n=1,2,3... 

p=
30
n for n=1,2,3... 

Sub the value of p in (5) , we get 

u(x,t)=2x/3+40+B sin 
30
nx  2

222

30
tn

e



---------(6)  for  n=1,2,3... 

The most general solution is  

u(x,t)=2x/3+40+ 


1n
nB sin 

30
nx  2
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30
tn

e



---------(7) 

Applying condition (iii) on (7) ,we get 

Sub t=0 in (7), we get 

u(x,0)= 2x/3+40+


1n
nB sin 

30
nx  0e  

 u(x,0)=2x/3+40+ 


1n
nB sin 

30
nx , where  u(x,0)=2x+20 
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

1n
nB sin 

30
nx  

2x+20-2x/3-40= 


1n
nB sin 

30
nx  

4x/3-20= 


1n
nB sin 

30
nx

 

To find Bn 

 Use half range Fourier sine series over the interval 0<x<30, we get 
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Which is the required solution. 

 

TEMPERATURE GRADIENT 

 The rate of change of temperature with respect to distance is called 

temperature gradient and it denoted by 
x
u

  

 

 

 

 

 

FOURIER LAW OF HEAT CONDUCTION 



 The rate at which heat flows across an area A at a distance x from one 

end of a bar is given by Q=-KA(
x
u

 )x   , where K= thermal conductivity, and   

(
x
u

 )x is  temperature gradient at x. 

Thermally insulated ends 

If there will be no heat flow passes through the ends of the bar then that 

two ends said to be thermally insulated. 

By Fourier law we have Q=0 at both ends. 

i.e -KA(
x
u

 )x=0 at both ends 

i.e (
x
u

 )x=0 at both ends 

i.e (
x
u

 )at x=0=0 and (

x
u

 )at x=l=0 

One end is thermally insulated 

 

Problem:-01 

Solve the problem of heat conduction in a rod given that (i) 2

2
2

x
u

t
u








 (ii) 

 u is finite as t tends to infinity (iii) 0



x
u for x=0 & x=l, t>0  (iv) u=lx-x2 for 

t=0, lx 0  

Solution 

The one dimensional heat equation is 2

2
2

x
u

t
u








 -----(1) 

On solving this equation (1) by the method of  separation of  variable and 

applying condition (ii) , we get the correct solution of the form 

u(x,t)=(Acos px +B sin px) tpe
22 -------(2) 

Now condition (iii) can be rewritten as follows 

0),0(





x
tu -----(a) 



0),(





x
tlu ------(b) 

Differentiating (2) partially w.r.t x, we get  

x
txu


 ),( =(-Ap sin px +Bp cos px) tpe

22 --------(3) 

Now applying condition (a) on (3), we get 

sub x=0 in (3) 

x
tu


 ),0( =(-Ap sin 0 +Bp cos 0) tpe

22  

0=Bp tpe
22  

0=Bp      [ tpe
22  in non zero] 

0=B      [p cannot be zero] 

Sub the value of B in (2) , we get 

u(x,t)=(Acos px) tpe
22 -------(4) 

Now applying condition (b) on (4), we get 

Differentiate (4) partially w.r.t x, we get 

x
txu


 ),( =-Ap sin px  tpe

22 -------(5) 

Sub x=l in (5), we get 

x
tlu


 ),( =-Ap sin pl  tpe

22  

0=-Ap sin pl  tpe
22  

0=-Ap sin pl      [ tpe
22  is non zero] 

0= sin pl       [A , p are cannot be zero] 

sin n =sin pl, for n=0, 1,2,3,.... 
pl= n , for n=0, 1,2,3... 

p=
l
n for n=0, 1,2,3... 

Sub the value of p in (4) , we get 



u(x,t)=A cos 
l
nx  2

222

l
tn

e



---------(6)  for  n=0,1,2,3... 

The most general solution is  

u(x,t)=A0+ 


1n
nA cos

l
nx  2

222

l
tn

e



---------(7) 

Applying (iv) on (7), we get 

Sub t=0 in (7), we get 

u(x,0)= A0+


1n
nA cos

l
nx  0e  

lx-x2= A0+


1n
nA cos

l
nx  -------(8) 

To find A0 & An 

 Use half rand cosine series for the function lx-x2 over the interval 

0<x<l. 

 lx-x2=a0/2+


1
cos

n
n l

nxa  -------(9) 

a0= 
l

dxxu
l 0

)0,(2  

a0=  
l

dxxlx
l 0

2 )(2   

a0=
l

xxl
l 0

32

32
2









  

a0= 









32
2 32 lll
l

 

a0= 





 

3
1

2
12 3

l
l  

a0=
36

2 22 ll
  

an= 
l

dx
l
xnxu

l 0

cos)0,(2   



an=  
l

dx
l
xnxlx

l 0

2 cos)(2   

an=

l

l
n

l
xn

xl

l
n

l
xn

xlx
l

0
2

22
2

cos
)2(

sin
)(2


















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
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



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














 










 

an=






























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







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


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
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





































2

22

2

22
22 0cos)0(0sin)00(cos)2(sin)(2

l
n

l

l
n

l
n

nll

l
n

nll
l 



  

an=















 








 
22

2

22

2

)(cos2



n

ll
n

nll
l

 

an=  1)1(2
22

3


 n

nl
l


 

Sub a0 and an in (9), we get 

. lx-x2=(l2/3) /2+  







1
22

2

cos1)1(2
n

n

l
nx

n
l 


-------(10) 

Sub (10) in (8) , we get 

(l2/3)/ 2+  







1
22

3

cos1)1(2
n

n

l
nx

nl
l 


= A0+


1n
nA cos

l
nx

 

From the above by comparison, we get 

A0=l2/6 

  1)1(2
22

2




 n
n n

lA
  

Sub A0 and An in (7), we get 

u(x,t)=l2/6+ 


1n
 1)1(2

22

2


 n

n
l


cos
l
nx  2

222

l
tn

e



---------(7) 

u(x,t)=l2/6- 2

22

l 



1n
 1)1(1

2  n

n
cos

l
nx  2

222

l
tn

e



 

Which is the required solution 

 



TWO ENDS ARE THERMALLY INSULATED 

 When the two ends x=0 and x=l of a rod of length l is thermally 

insulated then we have the following boundary conditions. 

(i) 0
0





xatx
u    (ii) 0




lxatx
u  

 

Problem:- 

Solve the equation 2

2
2

x
u

t
u








  subject to the following conditions 

(i) u is finite when t tend to infinity 

(ii) 0
0





xatx
u for all t>0 

(iii) u=0  when x=l, for all t>0 

(iv) u=u0 when t=0 for all values of x between 0 and l  

Solution:- 

 The one dimensional heat flow equation is  2

2
2

x
u

t
u








  

 Solving this equation by the method of separation of variable and 

applying conditions, we get the solution of the form 

u(x,t)=(A cos px +B sin px) tpe
22 -------(1) 

Applying  condition (ii) on (1),  

Differentiate (1) partially w.r.t x, we get 

 
x

txu


 ),( =(-Ap  sin px +Bp cos px) tpe
22  

Sub x=0 on both sides , we get 

x
tu


 ),0( =(-Ap  sin 0 +Bp cos 0) tpe

22  

0=Bp tpe
22  

0=Bp      [ tpe
22  is non zero] 

0=B     [p cannot be zero] 



Sub the value of B in (1), we get 

u(x,t)=A cos px  tpe
22 ----------(2) 

Applying condition (iii) on (2), we get 

Sub x=l in (2), we get 

u(l,t)=A cos pl  tpe
22  

0=A cos pl  tpe
22  

0=A cos pl     [ tpe
22  is non zero] 

0=cos pl    [ If A is zero ,it gives trivial solution] 

2
)12(cos n =cos pl, where n=1,2,3,...... 

2
)12( 


npl  

l
np

2
)12( 

  

Sub the value of p in (2), we get 

u(x,t)=A cos 
l

xn
2

)12(  2

22

4
)12(
l

tn

e




---------(3) 

The most general solution is given by  

u(x,t)=


1n
 An cos 

l
xn

2
)12(  2

22

4
)12(
l

tn

e




---------(4) 

Applying condition (iv) on (4), we get 

Sub t=0 in (4), we get 

u(x,0)=


1n
 An cos 

l
xn

2
)12(  0e  

u0=


1n
 An cos 

l
xn

2
)12(  --------(5) 

Since the L.H.S of (5) is constant, to find the constant we use some 

fundamental calculus as follows 

u0= A1 cos 
l
x

2
 + A1 cos + A2 cos 

l
x

2
3 + A3 cos 

l
x

2
5 +...............--------(6) 



To find An 

Multiply (6) by cos 
l

xn
2

)12(   and integrate with respect to x from 0 to l, we 

get 

u0 
l

0

 cos 
l

xn
2

)12(  dx= A1 
l

0

 cos 
l
x

2
  cos 

l
xn

2
)12(  dx + A2 

l

0

cos 
l
x

2
3  cos 

l
xn

2
)12(  dx  

+ A3 
l

0

 cos 
l
x

2
5  cos 

l
xn

2
)12(  dx +......... An 

l

0

 cos 
l

xn
2

)12(   cos 
l

xn
2

)12(  dx+...... 

W.K.T    
l

nxdxmx
0

0coscos if m is not equals to n 

u0 
l

0

 cos 
l

xn
2

)12(  dx= An 
l

0

 cos2 
l

xn
2

)12(   dx 

u0

l

l
n

l
xn
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
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
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

2
)12(sin
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)12(
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u0 






 



2
)12(sin
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2 
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n
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22 0 
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)12(

4 


 n
n n
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
 

Sub the value of An in (4) , we get 

u(x,t)=


1n
 10 )1(

)12(
4 


n

n
u


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2
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4
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Which is the required solution. 
  


